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We measured the g-factor of the excited-state 3P1 in Ca14þ ion to be g ¼ 1.499032ð6Þ with a relative
uncertainty of 4 × 10−6. The magnetic field magnitude is derived from the Zeeman splitting of a Beþ ion,
cotrapped in the same linear Paul trap as the highly charged Ca14þ ion. Furthermore, we experimentally
determined the second-order Zeeman coefficient C2 of the 3P0-3P1 clock transition. For the mJ ¼ 0 →
mJ0 ¼ 0 transition, we obtained C2 ¼ 0.39� 0.04 HzmT−2, which is to our knowledge the smallest
reported for any atomic transition to date. This confirms the predicted low sensitivity of highly charged ions
to higher-order Zeeman effects, making them ideal candidates for high-precision optical clocks.
Comparison of the experimental results with our state-of-the art electronic structure calculations shows
good agreement and demonstrates the significance of the frequency-dependent Breit contribution, negative
energy states, and QED effects on magnetic moments.
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Introduction—Highly charged ions (HCI) have extreme
electronic properties as a result of strong internal electric
fields, allowing for precise tests of fundamental physics
[1,2]. Measurements of atomic parameters of these few-
electron HCI are of interest because theory predictions
can reach accuracies far beyond what is possible in many-
electron systems. In addition, quantum electrodynamics
(QED) effects are greatly enhanced due to the high charge
state, allowing for stringent tests of QED in the strong-
field regime [3]. Furthermore, the response of the atomic
structure to a magnetic field B can be both calculated and
measured with high accuracy [4–7].
For an electronic level with total angular momentum J

and without hyperfine structure, the Zeeman shift from an
external magnetic field B is [8]

ΔEmJ
¼ mJgμBBþ gð2ÞðmJÞ

ðμBBÞ2
mec2

þOðB3Þ; ð1Þ

with the magnetic quantum number mJ and the g-factor of
the state, the Bohr magneton μB ¼ eℏ=2me, the Planck
constant h, the electron rest massme, the elementary charge
e, and the speed of light c. The second-order Zeeman
coefficient gð2Þ is mJ-dependent with the symmetry rela-
tion gð2Þð−mJÞ ¼ gð2ÞðmJÞ.
While investigations of the ground-state g-factor in HCI

in Penning traps currently enable the most precise tests of
strong-field QED [4], these types of measurements cannot
be easily transferred to excited states since the measure-
ment sequence typically takes longer than the excited-state
lifetime. Measurements of excited-state g-factors in elec-
tron beam ion traps (EBIT) have relative uncertainties on
the order of 10−4 [9] and thus are larger than those of theory
predictions [10]. Our recently developed HCI-based optical
clock [11] has enabled measurements of frequencies with
sub-Hz precision and of excited-state g-factors with 10−6

uncertainty [11,12]. However, the magnetic fields B in
those measurements were calibrated relative to the known
ground-state g-factor of Ar13þ [13]. Knowledge of the
Zeeman shifts is also required to obtain unperturbed clock
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transition frequencies [2,11]. For clock transitions, the first-
order linear Zeeman shift can be averaged to zero [14] by
measuring components with opposite mJ. The quadratic
terms in the second-order Zeeman shift preclude this
procedure, and thus one has to correct for the differential
shift Δν ¼ C2ðmJ;m0

JÞB2 between the excited (m0
J) and

ground (mJ) states [15] with

C2ðmJ;mJ0 Þ ¼
μ2B

mec2h
½gð2Þe ðmJ0 Þ − gð2Þg ðmJÞ�: ð2Þ

For HCI without hyperfine structure, the sparsity of low-
lying energy states due to the large fine-structure splitting
should lead to much smaller C2 than in neutral or singly
charged systems [16], but experimental confirmation is so
far lacking.
In this Letter, we report on measurements and atomic

structure calculations of the excited-state 3P1 g-factor and
C2ð0; 0Þ of the 3P0-3P1 transition in Ca14þ. Following the
experimental approach of Ref. [17], the knowledge of
the magnetic field is derived from a cotrapped Beþ ion.
We achieve a relative uncertainty of the Ca14þ g-factor of
4 × 10−6, which, by comparison to calculations, resolves
the QED and negative energy eigenstate contributions
to g in a system with as many as six electrons. For the
calculations, we demonstrate the convergence of the
configuration interaction computation in this six-electron
system, which enabled us to show the significance of the
frequency-dependent Breit contribution to predicting ener-
gies of optical transitions in HCI. The small, measured
C2ð0; 0Þ confirms the predicted low sensitivity of HCI to
higher-order magnetic field effects. The experimental
results provide a test bed for theoretically predicted
excited-state magnetic field properties that can easily be
transferred to other HCI with optical transitions for the
development of high-accuracy HCI clocks.

Experimental setup—A Beþ and a Ca14þ ion are con-
fined together in a cryogenic linear Paul trap [18,19] as
sketched in Fig. 1. The Beþ ion is Doppler cooled using its
S1=2 → P3=2 transition at 313 nm. The hyperfine transition
at 1.25 GHz between S1=2; F ¼ 2 and S1=2; F ¼ 1 is driven
either by a microwave (mw) antenna close to the ion trap or
by an optically stimulated Raman transition addressing
motional sidebands. The frequencies of the hyperfine
transitions between the magnetic field-sensitive states
F ¼ 2, mF ¼ �2 and F ¼ 1, mF ¼ �1 are used through-
out this Letter to calibrate the magnetic field at the Beþ
position with high accuracy. For this, we numerically invert
the Breit-Rabi formula and use the accurately known Beþ
g-factors (for more details about this procedure, see
Ref. [20]) [39,40]. All used radio and mw frequencies
are referenced to a calibrated H-maser of PTB.
Production, recapture, and cooling of HCI are described

in our previous work [41–43]. In brief, a single Beþ ion
cotrapped with an HCI provides sympathetic cooling and
enables quantum logic spectroscopy of the latter with sub-
Hz precision [12,44]. A Ca14þ - Beþ two-ion crystal has a
lifetime of around 2 hours, limited by charge exchange
collisions. Loading and preparation of the crystal typically
take around 5 minutes. The temperature of all motional
modes is < 1 mK [11,12,42]. Here, we study 40Ca14þ with
an optical transition 3P0 → 3P1 at 570 nm that features an
excited-state lifetime of 11 ms. In an external magnetic field,
its threeZeeman components 3P0,mJ ¼ 0→ 3P1,mJ0 ¼ 0;�1

have ν0;�1 transition frequencies [see Fig. 1(c)]. These
transitions are interrogated with a laser that is stabilized
[45] to an ultrastable silicon cavity “Si2” [46] with an optical
frequency comb.
The quantization axis is defined at an angle of approx-

imately 30° relative to the symmetry axis of the trap by
a magnetic field B, as shown in Fig. 1(b). The direction
of B is aligned to a fixed σþ=−-polarized laser beam that

FIG. 1. Sketch of the experimental setup with simplified level schemes of Beþ and Ca14þ. (a) Beþ with Doppler cooling transition
2S1=2 → 2P3=2 at 313 nm (purple); hyperfine ground-state 2S1=2 transition F ¼ 2 → F ¼ 1 at 1.25 GHz is driven either by microwaves
(black) or a stimulated Raman process (red). (b) Beþ-Ca14þ two-ion crystal confined in a linear Paul trap. The quantization axis at an
angle of ca. 30° relative to the symmetry axis of the trap is defined by B as set by three orthogonal pairs of coils (not shown) and optional
NdFeB permanent magnets (not shown). The propagation of the Doppler-cooling laser is parallel to B. (c) Simplified level scheme of
Ca14þ; ν−1;0;þ1 label the Zeeman components of the 3P0, mJ ¼ 0 to 3P1, mJ ¼ −1, 0, 1 clock transition at a wavelength of 570 nm.
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performs Doppler cooling and state detection of the Beþ
ion. Three orthogonal pairs of coils set the magnetic field
direction and strength between−160 μT and 350 μT. Here,
the sign of the B-field indicates its direction relative to that
of the laser propagation. For stronger fields up to 1.7 mT, a
pair of NdFeB permanent magnets are placed symmetri-
cally around the exit port of the Doppler-cooling beam. The
static magnetic field is actively stabilized using a commer-
cial fluxgate magnetometer outside the vacuum chamber
and an additional set of compensation coils [18], reaching a
fractional instability of 10−5 for up to 100 s at the ion
position.
g-factor of the 3P1 state—The g-factor of the 3P1 state is

derived from the first-order Zeeman shift in Ca14þ through
monitoring of ν�1 while measuring B through the hyperfine
transition in Beþ. The magnetic field at the position of the
Ca14þ ion is obtained from that at the Beþ position BBe [40]
and a correction for its gradient along the trap axis
bz ¼ dB=dz with

g ¼ hðνþ1 − ν−1Þ
2μBðBBe þ bzdÞ

: ð3Þ

The Ca14þ-Beþ distance d is derived frommeasurements of
the axial motional frequencies of the Beþ-Ca14þ crystal (for
details about the measurements and calculations of d, see
Supplemental Material [20]) [12,18,21–26].
The field gradient bz ¼ 0.30ð2Þ nT μm−1 was deter-

mined by moving a Beþ ion along the axial symmetry
axis of the trap and probing the mw transition to determine
the magnetic field. We also probe at different radial
positions because varying transverse electric fields lead
to charge-to-mass ratio-dependent radial displacements,
tilting the Ca14þ-Beþ crystal axis with respect to the

symmetry axis of the trap [47], which is the dominant
uncertainty of bz. Further details are given in Supplemental
Material [20]. All parameters of Eq. (3), except for bz, are
measured in parallel.
Data obtained under typical operating conditions ofBBe ≈

103 μT andd ≈ 20.4 μmare shown in Fig. 2. In Fig. 2(a), the
deviations of the Beþ hyperfine transition frequency from its
mean and the derived magnetic field are shown. Figure 2(b)
shows the recorded frequency deviation of νþ and ν− in
Ca14þ in relation to their mean frequency. Additionally,
simultaneous measurements of the motional frequency
yielded a time-resolved value for d (see Supplemental
Material [20]). The overlapping Allan deviation of the g-
factor is shown in Fig. 2(c), which shows an instability as
expected from white-frequency noise for long averaging
times. We assume such a behavior in the entire dataset for
determining its statistical uncertainty.
Two independent runs yield a mean value of g ¼

1.499032ð6Þ with a relative uncertainty of 4 × 10−6. The
error budget is shown in Table I. The largest contribution
arises from the magnetic field gradient. Installation of
gradient compensation coils could reduce the uncertainty to
the low 10−7 level in the future, where the accuracy of the
ground-state hyperfine structure of Beþ will become the
limiting factor. We have measured the trap drive-induced ac
magnetic field [48–50] and determined its influence on the
g-factor measurement to be negligible. Time dilation shifts
in ν� measurements from residual ion motion are common-
mode suppressed, and these shifts are negligible for the mw
transition in Beþ due to the long wavelength.
C2 coefficient—For the measurement of C2ð0; 0Þ in

Ca14þ, we employ the first-order magnetic field-insensitive
transition 3P0, mJ ¼ 0 → 3P1, mJ0 ¼ 0 with the transition
frequency ν0. The frequency shift of ν0 is Δν0 ¼
C2ð0; 0ÞB2. We measured ν0 in four magnetic fields from

FIG. 2. (a): Frequency deviation of the hyperfine transition νBeþ in Beþ (blue) and the derived magnetic field BBe (orange).
Oscillations at a period of 6 min are caused by variations of the temperature in the laboratory, which leads to variations of the magnetic
field at the ion position (for the lab temperature correlation with the magnetic field at ion position, see Supplemental Material [20]).
These effects cancel out when calculating the g-factor. (b) Frequency deviations of the magnetic field-sensitive transitions ν−1 (green)
and νþ1 (purple) in Ca14þ. From the data shown in (a) and (b), the g-factor is derived using Eq. (3). (c) Relative measurement instability
of the g-factor quantified by the overlapping Allan deviation. The dashed line is a fit ∝ τ−1=2, as expected from quantum projection noise
for long averaging times.
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25 μT to 1.65 mT using a Ybþ single-ion optical clock as a
reference [11,51]. For the two largest magnetic field
measurements, we employed additional NdFeB magnets
attached to one side of the vacuum chamber. The measure-
ments of ν0were performed for at least 15 000 s, and reached
a statistical uncertainty of approximately 100 mHz for each
magnetic field setting. Themagnetic field strengthB is again
obtained from the hyperfine transition frequency measure-
ment in Beþ. We have confirmed experimentally that,
despite the larger magnetic field gradient here, BCa agrees
with BBe to better than 1% (see Supplemental Material for
further experimental details [20]). Thus, the corresponding
gradient correction is negligible in comparison to the
statistical uncertainty of the frequency measurements.
The frequency shift Δν0 of the Ca14þ clock transition

at different magnetic field strengths is shown in Fig. 3.
A quadratic fit of the form Δν0 ¼ C2ð0; 0ÞB2 yields
C2ð0; 0Þ ¼ 0.39� 0.04 HzmT−2, where the uncertainty
is derived from the fit. The systematic uncertainty from
shifts of the Ca14þ clock transition, the reference clock [51],
the frequency comb, and other parts of the frequency chain
are negligible.
Assuming our typical dc magnetic field of 25 μT for

Ca14þ clock operation [42], the measured C2ð0; 0Þ yields a
fractional shift of 4.6ð5Þ × 10−19.
Theory—The measured atomic parameters are compared

with atomic structure calculations. This requires the cal-
culation of transition energies as an essential quality test of
the wave functions used to compute the g-factors. The
calculations are performed using a large-scale configura-
tion interaction (CI) method to correlate the six electrons
following Refs. [52–54]. We converge the CI computation,
including excitations up to 24spdfghi and extrapolating
contributions of higher partial waves. QED corrections are
calculated according to Ref. [55]. The results of the
computations are listed in Table II. We find an unexpect-
edly large contribution of the frequency-dependent Breit
interaction corrections, which is listed separately in the
table. Our calculations show that frequency-dependent
Breit contributes at the level of 1% to the Breit interaction,
enabling us to estimate for which cases frequency-depen-
dent Breit contributions should be computed to achieve the
expected accuracy in future HCI computations. The result-
ing theoretical energy values are in excellent agreement
with the experimental values, as shown in Table II. The

details of the calculations are described in Supplemental
Material [20].
The calculated g-factors of the low-lying states in Ca14þ

are listed in the last column of Table II. To calculate them,
we use the operator for the interaction with the external
homogeneous magnetic field B, which is assumed to be
aligned with the z axis:

Vm ¼ μzBz ¼
ec
2

X

i

ðri × αiÞzBz; ð4Þ

where μz is the atomic magnetic moment and αi is the
vector of the Dirac matrices for the ith electron of an ion.
The operator in Eq. (4) mixes the large and small
components of the wave functions. In this case, negative
energy states also contribute [57].
The inclusion of QED effects in the Hamiltonian affects

the wave functions and is crucial to obtaining energies that
agree with the experiment (cf. Table II). However, this plays
a minor role for the g-factors. A much larger contribution to
the g-factors comes from the QED corrections to the atomic
magnetic moment and can be approximately estimated as
an expectation value of the operator

Δμz ¼
gfree − 2

2
μB

X

i

βiΣz;i; ð5Þ

where β is the Dirac matrix, Σz ¼
�
σz
0

0
σz

�
, σz is the

Pauli matrix, and gfree ¼ 2½1þ 0.5ðα=πÞ − 0.328478… ×
ðα=πÞ2 þ…� is the free-electron g-factor. A good agree-
ment between this estimate and the rigorous QED calcu-
lation was recently demonstrated in boronlike Ar [58]. For
Ca14þ, the theoretical result for the 3P1 state gðtheoÞ ¼
1.49902 is in good agreement with the experimental value
g ¼ 1.499032ð6Þ. We emphasize that the contributions
from negative energy eigenstates (−0.00009) and QED
corrections to the atomic magnetic moment (0.00116) are
critical for achieving agreement. Further calculations

TABLE I. Summary of g-factor measurement uncertainties.

Source Uncertainty/10−6

Gradient 6
Statistics 0.4
Beþ atomic parameters 0.2
Trap drive-induced ac Zeeman < 0.1
Ion-ion distance < 0.1

FIG. 3. Measurement of the mJ ¼ 0 → mJ0 ¼ 0 clock tran-
sition frequency shift in Ca14þ as a function of magnetic field
strength B. The fit of the form Δν0 ¼C2ð0;0ÞB2 yields
C2ð0; 0Þ ¼ 0.39� 0.04 HzmT−2.
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should include the rigorous QED treatment and nuclear
recoil corrections.
The calculation of C2 is directly related to the second-

order Zeeman coefficients gð2Þg and gð2Þe of the ground- and
excited-ionic sublevels, following Eq. (2). For a particular
sublevel jΓJmJi, these dimensionless coefficients can be
obtained within second-order perturbation theory as

gð2ÞðmJÞ ¼
mec2

μ2B

X

Γ0;J0

jhΓ0J0mJjμz þ ΔμzjΓJmJij2
EðΓJÞ − EðΓ0J0Þ ; ð6Þ

where the operators μz and Δμz are given by Eqs. (4) and
(5), respectively. J is the total angular momentum, and Γ
represents the set of all other quantum numbers necessary
for a unique specification of the state. Moreover, the
intermediate state summation

P
Γ0;J0 runs over all states

with energies EðΓ0J0Þ ≠ EðΓJÞ. For computational pur-
poses, this summation was restricted to energetically near
fine-structure states 3P0, 3P1, 3P2, 1D2, and 1S0, belonging
to the reference electronic configuration 2s22p2. Moreover,
the matrix elements in Eq. (6) were obtained using the
multiconfiguration Dirac-Fock (MCDF) approach. Based
on MCDF calculations, we obtained the theoretical pre-

diction CðtheoÞ
2 ð0; 0Þ ¼ 0.3730ð3Þ Hz=mT−2 [59], which is

in good agreement with the experimental value
C2ð0; 0Þ ¼ 0.39ð4Þ HzmT−2. To our knowledge, this is
the first experimental confirmation of a theoretically
calculated C2 in HCI.
Conclusions—In this Letter, we have investigated the

response of the atomic structure of carbonlike Ca14þ to
magnetic fields throughmicrowave andoptical spectroscopy.
We measured the g-factor of the excited-state 3P1 with a
relative uncertainty of 4 × 10−6. The state-of-the-art calcu-
lations show a good agreement between experiment and
theory, highlighting the significance of QED contributions in
the g-factor of few-electron systems,which have been largely
unexplored in experimental studies. Furthermore, we deter-
mined the second-order Zeeman shift coefficient C2ð0; 0Þ,
which, to the best of our knowledge, is the smallest value

reported to date. This proves the long-standing theoretical
prediction that HCI are highly insensitive to external mag-
netic fields [16] and advances the work toward the develop-
ment of next-generation optical clocks employing HCI. The
experimental methods employed in this Letter are trans-
ferable to a wide range of HCI with an optical transition
suitable for quantum logic spectroscopy [2]. This includes
hydrogenlike systems in heavy HCI [60], where the ground-
state g-factor currently provides the most stringent test of
strong-field QED [4].
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