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1 Introduction

The Cabibbo-favored (CF) decay D+ → K−π+π+π0 serves as one of golden “tag mode” (the

other is D+ → K−π+π+) for measurements related to the D meson [1–3], given its large

branching fraction (BF) and low background contamination. A first measurement of the

BF and an amplitude analysis of D+ → K−π+π+π0 were performed by the Mark III

collaboration [4] using a limited data sample. The CLEO collaboration subsequently improved

the precision of the BF measurement [5], but did not report any study of the intermediate

resonances.

Recently, the doubly-Cabibbo-suppressed (DCS) decay D+ → K+π+π−π0 was observed

for the first time [3] and its BF was measured to be (1.13 ± 0.08stat. ± 0.03syst.) × 10−3. After

combining the averaged value of BF for its counterpart CF decay D+ → K−π+π+π0 [6],

the ratio of B(D+→K+π+π−π0)
B(D+→K−π+π+π0)

is determined to be (1.81 ± 0.15)% corresponding to (6.28 ±
0.52) tan4 θC , where θC is the Cabibbo mixing angle. This ratio is significantly larger than

the naive expectation for the DCS rate relative to its CF counterpart decay (0.21–0.58)% [7–

9], which implies that some unknown effects are contributing to either or both of the two
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Figure 1. The Feynman diagrams of D+ → K̄∗(892)0ρ(770)+.

decays and motivates gaining an improved understanding of the resonance structure of

D+ → K−π+π+π0.

Comparing to the case of many well-studied three-body decays [10–13], an amplitude

analysis of D+ → K−π+π+π0 can provide further insights into more complicated dynamics

and substructures in the D-meson decays to two vector mesons D → V V , which have

attracted a great deal of attention in both theory and experiment [14–21], but where there is

limited available experimental information. Figure 1 shows the leading Feynman diagrams of

the two vector mesons decay D+ → K̄∗(892)0ρ(770)+. Furthermore, measurements of the D

meson decays to axial-vector and pseudoscalar mesons D → AP , such as D+ → K̄1(1270)0π+

and D+ → K̄1(1400)0π+, are also beneficial for the understanding of the mixing angle

between axial-vectors θK1
[22, 23].

In this paper we present the amplitude analysis and BF measurement of the decay

D+ → K−π+π+π0, utilizing 7.93 fb−1 of e+e− collision data collected at a center-of-mass

energy
√
s = 3.773 GeV by the BESIII detector at BEPCII [24, 25]. A double tag (DT)

method is employed by reconstructing D+D− from D+ → K−π+π+π0 and D− → K+π−π−,

respectively. Charged-conjugate modes and exchange symmetry of two identical π+ are

always implied throughout.

2 Detector and data

The BESIII detector [26] records symmetric e+e− collisions provided by the BEPCII storage

ring [27] in the center-of-mass energy range from 1.85 to 4.95 GeV, with a peak luminosity of

1.1 × 1033 cm−2s−1 achieved at
√
s = 3.773 GeV. BESIII has collected large data samples

in this energy region [28–30]. The cylindrical core of the BESIII detector covers 93% of the

full solid angle and consists of a helium-based multilayer drift chamber (MDC), a plastic

scintillator time-of-flight system (TOF), and a CsI(Tl) electromagnetic calorimeter (EMC),

which are all enclosed in a superconducting solenoidal magnet providing a 1.0 T magnetic field.

The solenoid is supported by an octagonal flux-return yoke with resistive plate counter muon

identification modules interleaved with steel. The charged-particle momentum resolution

at 1 GeV/c is 0.5%, and the ionization energy loss (dE/dx) resolution in MDC is 6% for

electrons from Bhabha scattering. The EMC measures photon energies with a resolution of

2.5% (5%) at 1 GeV in the barrel (end-cap) region. The time resolution in the TOF barrel

region is 68 ps, while that in the end-cap region was 110 ps. The end-cap TOF system
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was upgraded in 2015 using multigap resistive plate chamber technology, providing a time

resolution of 60 ps, which benefits 63% of the data used in this analysis [31–33].

Monte Carlo (MC) simulated data samples produced with a geant4-based [34] software

package, which includes the geometric description of the BESIII detector and the detec-

tor response, are used to determine detection efficiencies and estimate backgrounds. The

simulation models the beam-energy spread and initial-state radiation (ISR) in the e+e−

annihilations with the generator kkmc [35, 36]. The inclusive MC sample includes the

production of DD̄ pairs which contains quantum coherence for the neutral D channels, the

non-DD̄ decays of the ψ(3770), the ISR production of the J/ψ and ψ(3686) states, and the

continuum processes incorporated in kkmc [35, 36]. All particle decays are modeled with

evtgen [37, 38] using BFs either taken from the Particle Data Group [6], when available, or

otherwise estimated with lundcharm [39, 40]. Final-state radiation from charged final-state

particles is incorporated using the photos package [41].

In this work, two sets of MC samples are used: the phase space (PHSP) MC sample

and the signal MC sample. For the tag process D− → K+π+π−, both sets of MC samples

are simulated using the model derived from the amplitude analysis reported in ref. [12]. In

the PHSP MC sample the signal process D+ → K−π+π+π0 is generated with a uniform

distribution in PHSP in order to allow the calculation of the normalization factor of the

probability density function (PDF) used in the amplitude analysis. In the signal MC sample,

the signal process is generated based on the results of the amplitude analysis and is used

to estimate the detection efficiencies.

3 Event selection

Charged tracks detected in the MDC are required to be within a polar angle (θ) range of

|cosθ| < 0.93, where θ is defined with respect to the z-axis, which is the symmetry axis of the

MDC. For charged tracks, the distance of closest approach to the interaction point (IP) must

be less than 10 cm along the z-axis, |Vz|, and less than 1 cm in the transverse plane, |Vxy|.
Photon candidates are identified using isolated showers in the EMC. The deposited

energy of each shower must be more than 25 MeV in the barrel region (|cos θ| < 0.80) and

more than 50 MeV in the end-cap region (0.86 < |cos θ| < 0.92). To exclude showers that

originate from charged tracks, the angle subtended by the EMC shower and the position of

the closest charged track at the EMC must be greater than 10 degrees as measured from the

IP. To suppress electronic noise and showers unrelated to the event, the difference between

the EMC time and the event start time is required to be within [0, 700] ns.

Particle identification (PID) for charged tracks combines measurements of the dE/dx and

the flight time in the TOF to form likelihoods L(h) (h = K,π) for each hadron h hypothesis.

Charged kaons and pions are identified by comparing the likelihoods, L(K) > L(π) and

L(π) > L(K), respectively.

The π0 candidates are formed from the photon pairs with invariant masses in a range of

[0.115, 0.150] GeV/c2, which is about three times the mass resolution. Moreover, in order to

achieve an adequate resolution, at least one of the two photons is required to be detected in

the barrel EMC. A one-constraint kinematic fit that constrains the γγ invariant mass to the
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known π0 mass [6] is performed to improve the mass resolution. The χ2 of the kinematic

fit is required to be less than 30.

The D+D− pairs are reconstructed from D+ → K−π+π+π0 and D− → K+π−π−,

respectively. To distinguish the D+D− mesons from the backgrounds, the beam-constrained

mass (MBC) and the energy difference (∆E) are used to identify the signal D+D− pair:

MBC =
√

E2
beam − |~pD|2,

∆E = ED − Ebeam,
(3.1)

where ~pD and ED are the total reconstructed momentum and energy of the D candidate,

and Ebeam is the beam energy. The D signal manifest itself as a peak around the known

D mass [6] in the MBC distribution and as a peak around zero in the ∆E distribution. If

multiple DT candidates are present in an event, the one with the smallest quadratic sum of

∆E from the signal and tag sides (∆E2
sig + ∆E2

tag ) is selected for further analysis.

4 Amplitude analysis

4.1 Further selection criteria

To increase the signal purity for the amplitude analysis, the requirement of −0.062 <

∆E < 0.034 (−0.025 < ∆E < 0.025) GeV for D+ → K−π+π+π0 (D− → K+π−π−) is

applied. To suppress background from D0 → K−π+π+π−, D̄0 → K+π−π0 events in the

D+ → K−π+π+π0, D− → K+π−π− sample, where the π0 from the D̄0 decay and the π−

from the D0 decay are interchanged, we reconstruct the wrong beam-constrained mass (MW
BC)

and the wrong energy difference (∆EW) according to the D0D̄0 decay mode hypothesis. For

multiple misidentified candidates, we use the minimum quadratic sum of ∆EW to select the

“best background” event. The D0D̄0 backgrounds form a peak around the known D0 mass [6]

while the distribution for signal is flat. Events satisfying 1.863 < MW
BC < 1.867 GeV/c2 for

both tag and signal sides are rejected.

A six-constraint kinematic fit is performed, in which the four-momenta of the final-state

particles are constrained to the initial four-momenta of the e+e− system and the reconstructed

masses of D+ and π0 are constrained to their known values [6]. The events with χ2 < 100

are retained, and the modified four-momenta of the final state particles from the kinematic

fit are used to perform the amplitude analysis.

After applying all of the aforementioned criteria, the signal yields are extracted from an

unbinned two-dimensional (2D) maximum likelihood fit to the distribution of M sig
BC versus

M tag
BC (see appendix A for details). The fit results are depicted in figure 2. A total of 26,709

events with a purity (PS) of (98.4 ± 0.1)% in both the M sig
BC and M tag

BC signal region of [1.863,

1.879] GeV/c2 are retained for the subsequent amplitude analysis.

4.2 Fit method

An unbinned maximum-likelihood fit is used in the amplitude analysis of D+ → K−π+π+π0.

The likelihood function L is constructed with the signal and background PDFs, which depend

on the momenta of the four final-state particles. Given the high purity of the signal events,
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Figure 2. Projections on the MBC distributions of the 2D fit described in the text for the signal (left)

and tag (right) sides. The distribution corresponding to the Y-axis logarithmic coordinates is listed in

the following two figures. The arrows indicated the boundaries of the selected signal region.

the log-likelihood function is constructed by summing all signal candidates and subtracting

the MC-simulated backgrounds:

ln L =
Ndata
∑

kdata=1

ln fdata(pkdata) −
Nbkg
∑

kbkg=1

wbkg ln fbkg(pkbkg) , (4.1)

where kdata and Ndata represent the index of the kth event and the number of the selected

signal candidates, respectively. The notation pkdata is used to describe the four-momenta of

the final-state particles for the kth data candidate, and fdata represents the PDF of the data

candidate. The symbols with the subscript “bkg” represent the corresponding parameters

associated with the MC-simulated backgrounds. Furthermore, wbkg is the weight of MC-

simulated backgrounds that is determined by Ndata × (1 − PS)/Nbkg, where PS is the signal

purity discussed in section 4.1.

The PDF for the data candidates and MC-simulated backgrounds are both given by

f(p) =
ǫ(p) |M(p)|2R4

∫

ǫ(p) |M(p)|2R4 dp
, (4.2)

where ǫ(p) is the detection efficiency parameterized in terms of the four-momenta p, and

R4 is the PHSP factor for four-body decays. The total amplitude M(p) is modeled with
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the isobar model, which is the coherent sum of the individual amplitudes of intermediate

processes and is given by M(p) =
∑

ρne
iφnAn(p), where the magnitude ρn and phase φn

are the free parameters to be determined by the fit. For the amplitude of D− decays, we

define the CP conjugate phase space p̄ which is transformed to p by the interchange of final

state charges and the reversal of three-momenta, and assume CP conservation in the D±

decay. Then we get MD−(p) =
∑

ρne
iφnĀn(p) =

∑

ρne
iφnAn(p̄). The amplitude of the

nth intermediate process (An(p)) is given by

An(p) = P 1
nP

2
nSnF

1
nF

2
nF

3
n , (4.3)

where the indices 1, 2 and 3 correspond to the two subsequent intermediate resonances

and the D+ meson, respectively. Here, Fn is the Blatt-Weisskopf barrier (section 4.2.1), Pn

is the propagator of the intermediate resonance (section 4.2.2), and Sn is the spin factor

constructed with the covariant tensor formalism [43] (section 4.2.3). The normalization

integral is realized by a signal MC integration to account the resolution on the phase space

and width of the narrower resonances,

∫

ǫ(p)|M(p)|2R4 dp ≈ 1

NMC

NMC
∑

kMC

|M(pkMC)|2

|Mg(pkMC)|2
, (4.4)

where kMC is the index of the kth event of the signal MC sample, and NMC is the number

of the selected signal MC events. The symbol Mg(p) denotes the PDF used to generate

the signal MC sample in the MC integration.

To account for the bias caused by differences in tracking, PID efficiencies, and π0

reconstruction between data and MC simulation, each signal MC event is weighted with

a ratio, γǫ(p), which is calculated as

γǫ(p) =
∏

j

ǫj,data(p)

ǫj,MC(p)
, (4.5)

where j denotes the four final-state particles, ǫj,data(p) and ǫj,MC(p) are the tracking, PID

and π0 reconstruction efficiencies as a function of the momentum of the final-state particles

for data and MC simulation, respectively. Then the MC integration is determined by

∫

ǫ(p)|M(p)|2R4 dp ≈ 1

NMC

NMC
∑

kMC

|M(pkMC)|2γǫ(p
kMC)

|Mg(pkMC)|2
. (4.6)

4.2.1 Blatt-Weisskopf barrier factors

For the process a → bc, the Blatt-Weisskopf barrier factors [44], XL(q), are parameterized

as a function of the angular momentum L and the momenta q of the final-state particle b

or c in the rest system of a. They are taken as

XL=0(q) = 1,

XL=1(q) =

√

z2
0 + 1

z2 + 1
,

XL=2(q) =

√

z4
0 + 3z2

0 + 9

z4 + 3z2 + 9
,

(4.7)
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where z = qRr, z0 = q0Rr and the effective radius, Rr, of the barrier is fixed to 3.0 GeV−1 for

the intermediate resonances and 5.0 GeV−1 for the D+ meson. The momentum q is given by

q =

√

(sa + sb − sc)2

4sa
− sb , (4.8)

where the value of q0 is that of q when sa takes squared of the rest mass of particle a, and

sa(sb, sc) denotes the squared invariant-mass of the system consisting of a(b, c).

4.2.2 Propagator

The intermediate resonances K̄∗(892)0, K̄(1460)0, and K̄∗(1680)0 are parameterized with

the relativistic Breit-Wigner (RBW) function,

P (m) =
1

m2
0 −m2 − im0Γ(m)

, Γ(m) = Γ0

(

q

q0

)2L+1 (

m0

m

)

X2
L(q) , (4.9)

where m is the invariant mass of the decay products, m0 and Γ0 are the mass and width of

the intermediate resonance that are fixed to their known values [6]. The energy-dependent

width is denoted by Γ(m).

The decay of the K̄1(1270)0/K̄1(1400)0 → K−π+π0 proceeds through a quasi-three-body

process, with a complex energy-dependent width that lacks a general analytic expression.

The corresponding values are obtained through an iterative method of integrating the squared

transition amplitude over the three-body PHSP [45].

The electromagnetic form factor for spin-1 ρ-type resonances is characterized by the

Gounaris-Sakurai (GS) function [46]. This function incorporates the finite width of the ρ(770)

resonance and serves as a modified version of the RBW lineshape, represented as

PGS(m) =
1 + CGS

Γ0

m0

m2
0 −m2 + f(m) − im0Γ(m)

. (4.10)

The normalization condition at PGS(0) fixes the parameter CGS = f(0)/(Γ0m0). It is

found to be

CGS =
3m2

π

πq2
0

ln

(

m0 + 2q0

2mπ

)

+
m0

2πq0
− m2

πm0

πq3
0

, (4.11)

where mπ is the known π mass [6], . The function f(m) is given by

f(m) = Γ0
m2

0

q3
0

[

q2(h(m) − h(m0)) + (m2
0 −m2)q2

0

dh(m)

d(m2)

∣

∣

∣

∣

m2
0

]

, (4.12)

where

h(m) =
2q

πm
ln

(

m+ 2q

2mπ

)

. (4.13)

The Kπ S-wave is modeled by the LASS parameterization [47], which is described by

a K∗
0(1430) Breit-Wigner together with an effective range non-resonant component with

a phase shift. It is given by

A(m) = F sin δF e
iδF +R sin δRe

iδRei2δF , (4.14)
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MK∗

0
(1430)(GeV/c2) 1.441 ± 0.002

Γ(GeV) 0.193 ± 0.004

F 0.96 ± 0.07

φF (◦) 0.1 ± 0.3

R 1(fixed)

φR (◦) −109.7 ± 2.6

a (GeV/c)−1 0.113 ± 0.006

r (GeV/c)−1 −33.8 ± 1.8

Table 1. The Kπ S-wave parameters are obtained from the amplitude analysis of D0 → K0
Sπ

+π− in

the BaBar and Belle experiments [48]. The uncertainties are the combined statistical and systematic

uncertainties.

with

δF = φF + cot−1
[

1

aq
+
rq

2

]

,

δR = φR + tan−1





MK∗

0 (1430)Γ(mKπ)

M2
K∗

0 (1430) −m2
Kπ



 .

(4.15)

The parameters F , φF (R and φR) are the amplitudes and phases of the non-resonant (res-

onant) component, respectively. The parameters a and r are the scattering length and

effective interaction length, respectively. The parameters MK∗

0 (1430) and mKπ are the defined

K∗
0 (1430) mass and the invariant mass of the Kπ system, respectively. We fix these parame-

ters (MK∗

0 (1430),Γ, F, φF , R, φR, a, r) to the results obtained from the amplitude analysis of

a sample of D0 → K0
Sπ

+π− decays by the BaBar and Belle experiments [48]. The values

of these parameters are summarized in table 1.

4.2.3 Spin factors

Due to the limited size of the PHSP, we only consider intermediate resonances with J = 0, 1,

and 2. In the process a → bc, we focus exclusively on systems with orbital angular momentum

L = 0, 1, and 2. The momenta of the particles a, b, and c in the a → bc process are

represented as pa, pb, and pc, respectively. The spin-projection operators [43] are defined as

P (0)(a) = 1 , (S wave)

P
(1)
µµ′(a) = −gµµ′ +

pa,µpa,µ′

p2
a

, (P wave)

P
(2)
µνµ′ν′(a) =

1

2
(P

(1)
µµ′(a)P

(1)
νν′ (a) + P

(1)
µν′(a)P

(1)
νµ′(a)) − 1

3
P (1)

µν (a)P
(1)
µ′ν′(a) . (D wave)

(4.16)

The pure orbital angular-momentum covariant tensors are given by

t̃(0)
µ (a) = 1 , (S wave)

t̃(1)
µ (a) = −P (1)

µµ′(a)rµ′

a , (P wave)

t̃(2)
µν (a) = P

(2)
µνµ′ν′(a)rµ′

a r
ν′

a , (D wave)
(4.17)
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Decay chain S(p)

D+[S] → V1V2 P (1)µν(D+)t̃(1)µ(V1) t̃
(1)
ν (V2)

D+[P ] → V1V2 ǫµνλσp
µ(D+) T̃ (1)ν(D+)t̃(1)λ(V1) t̃(1)σ(V2)

D+[D] → V1V2 T̃ (2)µν(D+)t̃
(1)
µ (V1) t̃

(1)
ν (V2)

D+ → AP1, A[S] → V P2 T̃ (1)µ(D+) P
(1)
µν (A) t̃(1)ν(V )

D+ → AP1, A[D] → V P2 T̃ (1)µ(D+) t̃
(2)
µν (A) t̃(1)ν(V )

D+ → V1P1, V1 → V2P2 ǫµνλσp
µ
V 1r

ν
V 1p

λ
P 1r

σ
V 2

D+ → PP1, P → V P2 pµ(P2)t̃
(1)
µ (V )

D+ → SV T̃ (1)µ(D+) t̃
(1)
µ (V )

D+ → TP, T → V P T̃
(2)
αβ (D+)P (2)αβρµ(T )ǫµνλσ t̃

(2)ν
ρ (T ) pλ

TP
(1)σδ(T )t̃

(1)
δ (V )

Table 2. The spin factors S(p) for the various contributions in the amplitude model. All operators,

i.e. t̃ and T̃ , have the same definitions as in ref. [43]. Scalar, pseudo-scalar, vector and axial-vector

states are denoted by S, P , V and A, respectively. The [S], [P ] and [D] denote the orbital angular-

momentum quantum numbers L = 0, 1 and 2, respectively.

where ra = pb − pc. The spin factors S(p) for the various components used in the analysis

are listed in table 2. The tensor describing the D+ decays with orbital angular-momentum

quantum number l is denoted by T̃ (l)µ and that of the intermediate a → bc decay is denoted

by t̃(l)µ, and the T̃ (l)µ has the same definition as t̃(l)µ in ref. [43].

4.3 Fit results

Using the method described in section 4.2, we perform the fit in steps by adding resonances

one by one. The statistical significance of the newly added resonance is calculated by

considering the change in the log likelihood value and taking into account the change in

the number of degrees of freedom.

The data-fitting process commences with a base model incorporating the amplitudes

of D+ → K̄∗(892)0ρ(770)+ and D+ → K̄1(1400)0π+ (K̄1(1400)0 → K̄∗(892)π), as they are

clearly observed in the corresponding invariant-mass spectra. The amplitude of K̄1(1400)0 →
K̄∗(892)π is a combination of the amplitudes of K̄∗(892)−π+ and K̄∗(892)0π0, taking into

account the Clebsch-Gordan (CG) relation, which is detailed in appendix B. The amplitudes

K̄(1460)0 → K̄∗(892)π and K̄∗(1680)0 → K̄∗(892)π are also subject to the same relation.

The amplitudes D+ → K̄1(1270)0π+ (K̄1(1270)0 → K−ρ(770)+), D+ → K̄(1460)0π+

(K̄(1460)0→ K̄∗(892)π), and D+ → K̄∗(1680)0π+ (K̄∗(1680)0 → K̄∗(892)π) are added and

the change in the fit quality is assessed. As D+ → (K−π+)S−waveρ(770)+ and other non-

resonant decay modes exhibit significances exceeding 5σ and help improving the fit quality,

they are also included in the model. A comprehensive list of the other allowed contributions

(based on known states) with statistical significances less than 5σ is provided in appendix C.

The fit fraction (FF) for the nth amplitude is computed numerically with generator-level

MC events with a definition

FFn =

∑Ngen

∣

∣

∣ρne
iφnAn

∣

∣

∣

2

∑Ngen |M|2
, (4.18)
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where Ngen is the number of PHSP MC events at generator level. The sum of these FFs

may not be unity if there is net constructive or destructive interference. Interference (IN)

between the nth and n′th amplitudes is defined as

INnn′ =

∑Ngen 2Re[ρne
iφnAn(ρn′eiφn′ An′)∗]

∑Ngen |M|2
. (4.19)

Here, the Re in the numerator takes the modulus of that component. The interferences

between the amplitudes are listed in table 10 of appendix D.

In order to determine the statistical uncertainties of FFs, the amplitude coefficients are

randomly sampled according to the covariant matrix. Then a Gaussian function is used to

fit the distribution of each FF. The width of this function is assigned as the uncertainty

of the corresponding FF.

The phases, FFs, and statistical significances for different amplitudes are listed in table 3.

The projections of the data sample and the fit result on the invariant masses and the angular

distributions are shown in figure 3. Here, the angle between the K− and the D+ in the K−π+

rest frame is denoted as θK , the angle between the π+ and the D+ direction in the π+π0 rest

frame is referred as θπ, and the angle between the normals of the decay planes defined in

the D+ rest frame by the K−π+ pair and the π+π0 pair is represented as θχ.

Then a “mixed-sample method” [49] has also been programed to check the goodness-

of-fit of our fit result. According to the method, we can calculate the “T” value of the

data and the fit result is determined to be 0.50, the corresponding p value is 0.3974, which

indicates good fit quality.

4.4 Systematic uncertainties for the amplitude analysis

The systematic uncertainties for the amplitude analysis are described below and summarized

in table 4.

I Amplitude model.

The masses and widths of resonances are adjusted by their corresponding uncertainties [6,

45]. The GS lineshape of ρ(770)+ is replaced with the RBW formula. The coupling

constants of the Kπ S-wave model are varied within their uncertainties given in

ref. [47]. The changes of the phases and FFs are assigned as the associated systematic

uncertainties.

II Effective radius.

The associated systematic uncertainties are estimated by repeating the fit procedure by

varying the effective radii of the barrier, Rr, of the intermediate states and D+ mesons

by Rr/
√

12 ≈ 1 GeV−1.

III Background.

The background is determined from the inclusive MC sample, and the uncertainty from

background is estimated by varying the wbkg parameter in eq. (4.1) within ±1σ of its

statistical uncertainty.
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Amplitude Phase (rad) FFs (%) Significance (σ)

D+[S] → K̄∗(892)0ρ(770)+ 0.0(fixed) 66.5 ± 1.1 ± 3.0 > 10σ

D+[P ] → K̄∗(892)0ρ(770)+ 1.45 ± 0.04 ± 0.08 1.9 ± 0.2 ± 0.2 > 10σ

D+ → K̄∗(892)0ρ(770)+ − 68.4 ± 1.1 ± 2.6 > 10σ

D+ → K̄1(1270)0[S]π+,

K̄1(1270)0 → K−ρ(770)+ -0.09 ± 0.03 ± 0.03 3.8 ± 0.3 ± 0.3 > 10σ

D+ → K̄1(1400)0[S]π+ 0.40 ± 0.02 ± 0.04 7.5 ± 0.2 ± 0.3 > 10σ

D+ → K̄1(1400)0[D]π+ -2.42± 0.04 ± 0.04 0.5 ± 0.1 ± 0.1 > 10σ

D+ → K̄1(1400)0π+,

K̄1(1400)0 → K̄∗(892)π
− 7.3 ± 0.2 ± 0.3 > 10σ

D+ → K̄(1460)0π+,

K̄(1460)0 → K̄∗(892)π
0.41 ± 0.04 ± 0.07 5.1 ± 0.2 ± 0.3 > 10σ

D+ → K̄∗(1680)0π+,

K̄∗(1680)0 → K̄∗(892)π
1.13 ± 0.04 ± 0.09 3.8 ± 0.4 ± 0.8 > 10σ

D+ → (K−π+)S−waveρ(770)+ 2.90 ± 0.02 ± 0.04 18.3 ± 0.7 ± 0.7 > 10σ

D+ → K̄(1460)0π+,

K̄(1460)0 → K−[π+π0]L=1π
-1.29 ± 0.08 ± 0.06 8.6 ± 0.8 ± 0.5 > 10σ

D+ → K̄(1460)0π+,

K̄(1460)0 → [K−π]L=1π
-2.31 ± 0.07 ± 0.06 3.4 ± 0.5 ± 0.3 > 10σ

D+ → [K−ρ(770)+]L=1π+ -1.27 ± 0.04 ± 0.03 1.8 ± 0.1 ± 0.1 > 10σ

D+ → [K̄∗(892)π]L=1π+ -2.63 ± 0.05 ± 0.06 0.8 ± 0.1 ± 0.1 > 10σ

D+ → [K̄∗(892)0π+]L=1π0 -1.97 ± 0.05 ± 0.04 0.8 ± 0.2 ± 0.4 > 10σ

D+ → [K−[π+π0]L=1]L=0π+ -1.12 ± 0.08 ± 0.13 0.8 ± 0.2 ± 0.2 > 10σ

D+[S] → [K−π+]L=1ρ(770)+ -1.87 ± 0.12 ± 0.11 0.5 ± 0.1 ± 0.1 9.3σ

Table 3. Phases, FFs, and statistical significances for different amplitudes in D+ → K−π+π+π0.

Groups of related amplitudes are separated by horizontal lines and the last row of each group gives

the total fit fraction of the above components with interferences considered. The first and second

uncertainties for the phases and FFs are statistical and systematic, respectively. The letters in bracket

represent relative orbital angular momentum between resonances. The subscripts of S-wave denotes

the S-wave that modeled by the LASS parameterization [48]. The decay of K̄∗(892) includes both

K∗(892)− and K̄∗(892)0, taking into account Clebsch-Gordan relations (refer to appendix B).

IV Simulation effects.

To estimate the uncertainties associated with γǫ, as defined in eq. (4.5), the amplitude

model is refitted by varying PID, tracking and π0 reconstruction efficiencies according

to their uncertainties.

V Fit bias.

The uncertainty associated with the fit procedure is evaluated by studying signal MC

samples. An ensemble of 600 signal MC samples are generated according to the results

of the amplitude analysis to check the pull distribution. The pull variables,
Vfit−Vinput

σfit
,

are defined to evaluate the corresponding uncertainty, where Vinput is the input value in

the generator, and Vfit and σfit are the fit value and statistical uncertainty, respectively.

The distribution of pull values for the 600 samples generated and fitted is expected to

– 11 –



J
H
E
P
0
5
(
2
0
2
5
)
1
9
5

)2c) (GeV/+
π

-
(KM

0.6 0.8 1 1.2 1.4

)
2

c
E

v
e
n

ts
 /

 (
1
0
 M

e
V

/

0

1000

2000

3000

)2c) (GeV/0
π

+
π(M

0.4 0.6 0.8 1 1.2

)
2

c
E

v
e
n

ts
 /

 (
1
0
 M

e
V

/

0

500

1000

)2c) (GeV/0
π

+
π

-
(KM

1 1.5

)
2

c
E

v
e
n

ts
 /

 (
1
0
 M

e
V

/

0

500

1000

1500

)2c) (GeV/0
π

-
(KM

0.8 1 1.2 1.4

)
2

c
E

v
e
n

ts
 /

 (
1
0
 M

e
V

/

0

200

400

600

800

)2c) (GeV/+
π

+
π

-
(KM

1 1.5

)
2

c
E

v
e
n

ts
 /

 (
1
0
 M

e
V

/

0

200

400

600

Data

Total fit
+(770)ρ

0(892)
*

K

+(770)ρ
-waveS

)+π
-

K(
+π)π(892)

*

K(0)1400(1K

Background

Data

Total fit
+(770)ρ

0(892)
*

K

+(770)ρ
-waveS

)+π
-

K(
+π)π(892)

*

K(0)1400(1K

Background

1− 0.5− 0 0.5 1

)πθcos(

0

200

400

E
v
e
n

ts
/ 

(0
.0

2
)

/Nbin = 89.2/1002χ

1− 0.5− 0 0.5 1

)
K

θcos(

0

200

400

E
v
e
n

ts
/ 

(0
.0

2
)

/Nbin = 123.6/1002χ

1− 0.5− 0 0.5 1

)πθcos(

0

200

400

E
v
e
n

ts
/ 

(0
.0

2
)

/Nbin = 89.2/1002χ

2− 0 2

χθ

0

200

400

600

800

E
v
e
n

ts
/ 

(0
.1

0
)

/Nbin = 74.7/642χ

Figure 3. Projections of the data sample and the fit result on the invariant masses and the angular

distributions. The data are represented by points with error bars, the fit results by the colored lines,

and the background by black histogram. The combinations of two identical π+ are added due to the

exchange symmetry.

be a normal Gaussian distribution, and the uncertainty of the fitted mean values are

assigned as the corresponding systematic uncertainties.

VI Insignificant amplitudes.

To achieve more reliable estimate of the model systematic effects, we have check the

impact of the intermediate processes with statistical significances less than 5σ (Detailed

in appendix C.) on the FF of the dominate process D+ → K̄∗(892)0ρ(770)+. The model

including D+ → π0K̄1(1400)+, K̄1(1400)+[D] → K̄∗(892)0π+ has the largest variation

with the nominal fit. Then the variation of the phases and FFs from the nominal result

is taken as the corresponding systematic uncertainty.

5 Measurement of the branching fraction

The BF of D+ → K−π+π+π0 is measured with the DT technique using the same tag modes

and event selection criteria as those described in section 3.

For a given ST mode, we have

NST
tag = 2ND+D− · Btag · ǫST

tag , (5.1)

NDT
tag,sig = 2ND+D− · Bπ0→γγ · Btag · Bsig · ǫDT

tag,sig , (5.2)
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Source

Amplitude I II III IV V VI Total

D+[S] → K̄∗(892)0ρ(770)+ FF 0.50 0.31 0.08 0.05 0.06 2.65 2.72

D+[P ] → K̄∗(892)0ρ(770)+
φ 1.70 0.34 0.11 0.08 0.06 0.95 1.98

FF 0.84 0.10 0.01 0.03 0.05 0.20 0.87

D+ → K̄∗(892)0ρ(770)+ FF 0.48 0.26 0.07 0.04 0.04 2.33 2.40

D+ → K̄1(1270)0π+,

K̄1(1270)0[S] → K−ρ(770)+

φ 0.90 0.22 0.04 0.09 0.05 0.22 0.96

FF 0.31 0.15 0.10 0.15 0.06 0.95 1.03

D+ → K̄1(1400)0π+ ,

K̄1(1400)0[S] → K̄∗(892)π

φ 1.80 0.33 0.03 0.01 0.06 0.70 1.96

FF 1.02 0.15 0.01 0.01 0.06 0.85 1.34

D+ → K̄1(1400)0π+ ,

K̄1(1400)0[D] → K̄∗(892)π

φ 1.06 0.24 0.07 0.03 0.05 0.07 1.09

FF 0.20 0.10 0.10 0.01 0.05 0.01 0.25

D+ → K̄1(1400)0π+ FF 0.96 0.20 0.05 0.05 0.06 0.80 1.27

D+ → K̄(1460)0π+,

K̄(1460)0 → K̄∗(892)π

φ 1.55 0.05 0.17 0.03 0.05 0.66 1.70

FF 1.49 0.30 0.15 0.01 0.05 0.35 1.57

D+ → K̄∗(1680)0π+,

K̄∗(1680)0 → K̄∗(892)π

φ 2.19 0.21 0.02 0.01 0.06 0.14 2.20

FF 1.89 0.43 0.03 0.11 0.06 0.05 1.94

D+ → (K−π+)S−waveρ(770)+
φ 1.76 0.52 0.06 0.04 0.06 0.38 1.88

FF 0.95 0.15 0.03 0.08 0.06 0.15 0.98

D+ → K̄(1460)0π+,

K̄(1460)0 → K−[π+π0]L=1

φ 0.42 0.26 0.01 0.05 0.06 0.52 0.72

FF 0.51 0.03 0.02 0.14 0.06 0.32 0.62

D+ → K̄(1460)0π+,

K̄(1460)0 → [K−π]L=1π

φ 0.76 0.37 0.03 0.06 0.06 0.14 0.86

FF 0.34 0.60 0.02 0.04 0.06 0.56 0.89

D+ → [K−ρ(770)+]L=1π+
φ 0.43 0.53 0.04 0.05 0.04 0.31 0.75

FF 0.47 0.70 0.01 0.20 0.05 0.40 0.96

D+ → [K̄∗(892)π]L=1π+
φ 1.20 0.05 0.08 0.10 0.06 0.24 1.23

FF 0.72 0.20 0.01 0.01 0.06 0.30 0.80

D+ → [K̄∗(892)0π+)]L=1π0
φ 0.78 0.15 0.05 0.10 0.06 0.29 0.86

FF 0.96 0.30 0.10 0.10 0.05 1.95 2.20

D+ → [K−[π+π−]L=1]L=1π+
φ 1.39 0.75 0.04 0.12 0.06 0.26 1.61

FF 0.74 0.20 0.01 0.10 0.06 0.50 0.92

D+[S] → [K−π+]L=1ρ(770)+
φ 0.69 0.42 0.08 0.01 0.06 0.43 0.92

FF 0.47 0.20 0.10 0.01 0.05 0.60 0.80

Table 4. Systematic uncertainties on the phases and FFs for the different components in the amplitude

model in units of the corresponding statistical uncertainties. (I) Amplitude model, (II) Effective

radius, (III) Background, (IV) Simulation effects, (V) Fit bias, and (VI) Insignificant amplitudes.
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Figure 4. Fit to the MBC distribution of the ST candidates.

Tag mode ∆E (MeV) NST
tag ǫST

tag(%) NDT
tag,sig ǫDT

tag,sig(%)

D− → K+π−π− [−25, 24] 2215326 ± 1589 52.44 ± 0.01 35481 ± 220 14.03 ± 0.01

Table 5. The energy difference requirements, ST yields (NST
tag), ST efficiency (ǫST

tag), DT yields (NDT
tag,sig)

and DT efficiency (ǫDT
tag,sig). The uncertainties are statistical only.

where NST
tag is the ST yield for a specific tag mode, ND+D− is the total number of D+D−

pairs produced from e+e− collisions, Btag and ǫST
tag are the BF and the ST efficiency for

tag mode, NDT
tag,sig is the DT yield, Bsig and ǫDT

tag,sig are the BF of the signal mode and the

efficiency for simultaneously reconstructing the signal and tag modes, Bπ0→γγ is the BF of

π0 → γγ obtained from PDG [6]. Combining the two equations above, the absolute BF

of D+ → K−π+π+π0 is

Bsig =
NDT

tag,sig

Bπ0→γγ ·NST
tag · ǫDT

tag,sig/ǫ
ST
tag

. (5.3)

The value of NST
tag is obtained from a one-dimensional binned fit to the MBC distribution,

as shown in figure 4. The signal shape is modeled by the MC-simulated shape convolved

with a double-Gaussian function describing the resolution difference between data and MC

simulation, and the background shape is described by the ARGUS function [50]. The

corresponding ǫST
tag is estimated with the inclusive MC sample.

The DT yield is determined to be NDT
tag,sig = 35481 ± 220 through a fit to the MBC

distribution, as depicted in figure 5. Here, the signal shape is modeled by the MC-simulated

shape convolved with a double-Gaussian function, and the background shape is described

by the ARGUS function [50]. There are some peaking backgrounds from the processes

D+ → Kπe+νe and D+ → Kπµ+νµ , and they are described by the MC-simulated shape,

and the corresponding contributions are fixed to the estimation from the MC simulation in

the fit. ǫDT
tag,sig is determined with the signal MC sample in which the D+ → K−π+π+π0

events are generated according to the result of the amplitude analysis. The values of these

parameters are summarized in table 5.

The systematic uncertainties for the branching fraction measurement are described below

and summarized in table 6.
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Figure 5. Fit to the MBC distribution of the DT candidates.

• ST D− candidates:

the uncertainty in the yield of ST D mesons is assigned to be 0.1% from studies that

involve varying the signal shape, background shape, and floating the parameters of the

Gaussian in the fit [51].

• Tracking and PID:

the tracking and PID efficiencies of π± and K± are investigated with DT hadronic

DD̄ events of the decays D0 → K−π+, K−π+π0, K−π+π+π− versus D̄0 → K+π−,

K+π−π0, K+π−π−π+, and D+ → K−π+π+ versus D− → K+π−π−. The data-MC

efficiency ratios for π and K tracking (PID) are found to be 0.996 ± 0.002 and 0.994 ±
0.003 (0.998 ± 0.001 and 0.998 ± 0.003). After correcting the MC efficiencies to data

by these factors, the statistical uncertainties of the correction parameters are assigned

as the systematic uncertainties. These are 0.4% and 0.3% (0.2% and 0.3%) for the π

and K tracking (PID), respectively.

• π0 reconstruction:

the data-MC efficiency ratio for π0 reconstruction is 0.974 ± 0.001, which is measured

with samples of D0 → K−π+π0 versus D̄0 → K+π−,K+π−π0,K+π−π−π+ hadronic

decays. After correcting the efficiency of π0 reconstruction by this factor, the associated

systematic uncertainty is assigned as 0.1%.

• MC sample size:

the statistical uncertainty arising from the limited size of the MC sample is 0.1%.

• Amplitude model:

the uncertainty associated with the amplitude model is estimated by varying the fitted

parameters based on the covariance matrix. The masses and widths of the intermediate

resonances and Rr values are randomized according to a Gaussian distribution. The

distribution of 300 efficiencies arising from this procedure is fitted by a Gaussian and the

deviation from the nominal mean value, 0.8%, is taken as the systematic uncertainty.
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Source Uncertainty (%)

ST D− candidates 0.1

Tracking 0.7

PID 0.5

π0 reconstruction 0.1

MC sample size 0.1

Amplitude model 0.8

B(π0 → γγ) Negligible

Fit procedure 0.1

Total 1.2

Table 6. Relative systematic uncertainties in the BF measurement.

• The assumed BF:

the BF of π0 → γγ is well known [6], and the uncertainty on this quantity induces a

negligible uncertainty in the analysis.

• Fit procedure:

the signal MC accurately describes the distribution in data, and the fit model includes a

convolution of a free Gaussian function to account for residual discrepancies in data-MC

resolution. Therefore, the primary source of systematic uncertainty in the fit procedure

stems from the knowledge of the background shape. The uncertainty is estimated by

shifting the end-point of the ARGUS function by ±0.2 MeV, and varying the fixed value

for the peaking background within a range of ±1σ of its statistical uncertainty. The

largest deviation in the measured BF, which is 0.1%, is assigned as the corresponding

systematic uncertainty.

After correcting for the differences in π+ tracking, PID and π0 reconstruction efficiencies

between data and MC simulation, the BF of D+ → K−π+π+π0 is determined to be B(D+ →
K−π+π+π0) = (6.35 ± 0.04stat. ± 0.07syst.)%.

6 Summary

An amplitude analysis of the Cabibbo-favoured decay D+ → K−π+π+π0 has been performed

using 7.93 fb−1 of e+e− collision data collected with the BESIII detector at the center-of-mass

energy of 3.773 GeV. With a detection efficiency based on the results of the amplitude analysis,

we obtain B(D+ → K−π+π+π0) = (6.35 ± 0.04stat. ± 0.07syst.)%. The result is consistent

with the value of B(D+ → K−π+π+π0) = (5.98 ± 0.08stat. ± 0.16syst.)% measured by the

CLEO collaboration [5]. Combining the FFs listed in table 3, the BFs for the intermediate

processes are calculated with Bi = FFi × B(D+ → K−π+π+π0), and the obtained results

are listed in table 7.

According to the amplitude analysis, the dominant intermediate process is D+ →
K̄∗(892)0ρ(770)+ → K−π+π+π0, with a BF of (4.35 ± 0.07stat. ± 0.17syst.)%. After applying
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Intermediate process BF (10−2)

D+ → K̄∗(892)0ρ(770)+, K̄∗(892)0 → K−π+, ρ(770)+ → π+π0 4.35 ± 0.07 ± 0.17

D+ → K̄1(1270)0π+, K̄1(1270)0 → K−ρ(770)+, ρ(770)+ → π+π0 0.24 ± 0.02 ± 0.02

D+ → K̄1(1400)0π+, K̄1(1400)0 → K̄∗(892)π, K̄∗(892) → Kπ 0.46 ± 0.01 ± 0.02

D+ → K̄(1460)0π+, K̄(1460)0 → K̄∗(892)π, K̄∗(892) → Kπ 0.32 ± 0.01 ± 0.02

D+ → K̄(1680)∗0π+, K̄(1680)∗0 → K̄∗(892)π, K̄∗(892) → Kπ 0.25 ± 0.02 ± 0.05

D+ → (K−π+)S−waveρ(770)+, ρ(770)+ → π+π0 1.16 ± 0.04 ± 0.05

D+ → K̄(1460)0π+, K̄(1460)0 → K−(π+π0)V 0.53 ± 0.05 ±0.03

D+ → K̄(1460)0π+, K̄(1460)0 → (K−π)V π 0.22 ± 0.03 ± 0.02

D+ → (K−ρ(770)+)Aπ
+, ρ(770)+ → π+π0 0.11 ± 0.01 ± 0.01

D+ → (K̄∗(892)π)Aπ
+, K̄∗(892) → Kπ 0.05 ± 0.01 ± 0.01

D+ → (K̄∗(892)0π+)Aπ
0, K̄∗(892)0 → K−π+ 0.05 ± 0.01 ±0.02

D+ → (K−π+)V ρ(770)+, ρ(770)+ → π+π0 0.03 ± 0.01 ±0.01

D+ → (K−(π+π0)V )Pπ
+ 0.05 ± 0.01 ±0.01

Table 7. The BFs of various intermediate processes in D+ → K−π+π+π0. The first and second

uncertainties are statistical and systematic, respectively.

Decay channel and Collaboration B(D+ → K̄∗(892)0ρ(770)+) (×10−2)

D+ → K−π+π+π0, current analysis 6.52 ± 0.11 ± 0.26

D+ → K−π+π+π0, MARK-III [4] 7.2 ± 1.8 ± 2.1

D+ → K0
Sπ

+π0π0, BESIII [21] 5.82 ± 0.49 ± 0.29

Table 8. Comparison of the BFs of the intermediate processes D+ → K̄∗(892)0ρ(770)+ in the D

hadronic decay. The first and second uncertainties are statistical and systematic, respectively.

the isospin symmetry assumption to the decays of K̄∗(892)0 → K−π+ and K̄∗(892)0 → K̄0π0,

the absolute BF of D+ → K̄∗(892)0ρ(770)+ is determined to be (6.52 ± 0.11stat. ± 0.25syst.)%.

As can be seen from table 8, this result is consistent with previous measurements from

MARK-III [4] and BESIII [21], but is a factor of 10.1 and 2.1 times more precise, respectively.

The measured BF of D+ → K̄1(1400)0π+ is consistent with the previous BESIII result [21]

within 1.5σ, but the precision is improved by a factor of 4.4. Information about the two

K1 states in this decay also provides inputs to further investigations of the mixing of the

axial-vector kaon mesons [22, 23].
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A M
sig
BC versus M

tag
BC two-dimensional fit

The signal yields of DT candidates are determined by a two-dimensional (2D) maximum

likelihood bin fit to the distribution of M sig
BC versus M tag

BC . Signal events with both and signal

sides reconstructed correctly concentrate around M sig
BC = M tag

BC = MD, where MD is the known

D mass [6]. We define three kinds of background. Candidates with correctly reconstructed

D+ (or D−) and incorrectly reconstructed D− (or D+) are BKGI, which appear around the

lines M sig
BC or M tag

BC = MD. Other candidates appearing around the diagonal are mainly from

the D0D̄0 mispartition and the e+e− → qq̄ processes (BKGII). The remaining combinatorial

backgrounds mainly come from candidates reconstructed incorrectly on both sides (BKGIII).

The PDFs for the different components used in the fit are given below:

• Signal: s(x, y),

• BKGI: b1(x) · Argus(y;m0, c, p) + b2(y)· Argus(x;m0, c, p),

• BKGII: Agus((x+ y)/
√

2;m0, c, p) · g((x− y)/
√

2),

• BKGIII: Argus(x;m0, c, p) · Argus(y;m0, c, p).

The signal shape s(x, y) is described by the 2D MC-simulated shape convolved with a 2D

Gaussian. The parameters of the Gaussian function are obtained by one-dimensional (1D) fit

on MBC in signal and tag sides respectively, and are fixed in 2D fit. For BKGI, b1,2(x, y) is

described by the 1D MC-simulated shape convolved with a Gaussian function, Argus(x, y)

is the ARGUS function [50]. For BKGII, it is described by an ARGUS function in the

diagonal axis multiplied by a Gaussian function in the anti-diagonal axis. For BKGIII, it

constructed by an ARGUS function [50] in M sig
BC multiplied by an ARGUS function in M tag

BC .
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Index Amplitude Relation

A1 D+ → K̄1(1400)0π+, K̄1(1400)0 → K̄∗(892)0π0, K̄∗(892)0 → K−π+

A2 D+ → K̄1(1400)0π+, K̄1(1400)0 → K∗(892)−π+,K∗(892)− → K−π0

A D+ → K̄1(1400)0π+, K̄1(1400)0 → K∗(892)π,K∗(892) → Kπ A1 −A2

A1 D+ → K̄(1460)0π+, K̄(1460)0 → K̄∗(892)0π0, K̄∗(892)0 → K−π+

A2 D+ → K̄(1460)0π+, K̄(1460)0 → K∗(892)−π+,K∗(892)− → K−π0

A D+ → K̄(1460)0π+, K̄(1460)0 → K∗(892)π,K∗(892) → Kπ A1 −A2

A1 D+ → K̄∗(1680)0π+, K̄∗(1680)0 → K̄∗(892)0π0, K̄∗(892)0 → K−π+

A2 D+ → K̄∗(1680)0π+, K̄∗(1680)0 → K∗(892)−π+,K∗(892)− → K−π0

A D+ → K̄∗(1680)0π+, K̄∗(1680)0 → K∗(892)π,K∗(892) → Kπ A1 −A2

Table 9. The CG relations assumed in the analysis.

In the fit, the parameters m0 and p for the ARGUS function [50] is fixed at 1.8865 GeV/c2

and 0.5, respectively.

B Clebsch-Gordan relations

Considering the isospin relationship in hadron decays, some amplitudes are fixed by CG

relations, as listed in table 9. The amplitudes with fixed relations share the same magnitude

(ρ) and phase (φ).

C Other intermediate processes tested

In this section, we list the significance and interference of the other possible combinations of

the extra intermediate resonances that are considered in the amplitude analysis. Note that,

the parameterized K̄∗(700)0 with T-matrix Pole (POLE) function as the propagator is labeled

as K̄∗(700)0(POLE), and the parameterized K̄∗(700)0 with relativistic Breit-Wigner (RBW)

function as the propagator is labeled as K̄∗(700)0(RBW).

• Cascade amplitudes

- D+[D] → K̄∗(892)0ρ(770)+ (2.6σ),

- D+[S] → K̄∗(892)0ρ(1450)+ (4.4σ),

- D+[P ] → K̄∗(892)0ρ(1450)+ (3.8σ),

- D+[D] → K̄∗(892)0ρ(1450)+ (3.5σ),

- D+ → K̄∗(700)0(RBW)ρ(770)+(3.0σ),

- D+ → K̄∗(700)0(RBW)ρ(1450)+ (1.5σ),

- D+ → K̄∗(700)0(POLE)ρ(770)+ (3.0σ),

- D+ → K̄∗(700)0(POLE)ρ(1450)+ (1.5σ),

- D+ → π+K̄1(1270)0, K̄1(1270)0[D] → K−ρ(770)+ (3.3σ),
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- D+ → π+K̄1(1270)0, K̄1(1270)0[S] → K̄∗π (<1σ),

- D+ → π+K̄1(1270)0, K̄1(1270)0[D] → K̄∗π (<1σ),

- D+ → π0K̄1(1270)+, K̄1(1270)+[S] → K̄∗(892)0π+ (<1σ),

- D+ → π0K̄1(1270)+, K̄1(1270)+[D] → K̄∗(892)0π+ (3.1σ),

- D+ → π+K̄1(1400)0, K̄1(1400)0[S] → K−ρ(770)+ (2.3σ),

- D+ → π+K̄1(1400)0, K̄1(1400)0[D] → K−ρ(770)+ (1.6σ),

- D+ → π0K̄1(1400)+, K̄1(1400)+[S] → K̄∗(892)0π+ (3.9σ),

- D+ → π0K̄1(1400)+, K̄1(1400)+[D] → K̄∗(892)0π+ (4.5σ),

- D+ → K̄∗(1410)0π+, K̄∗(1410)0 → K̄∗π (1.9σ),

- D+ → K̄∗(1410)0π+, K̄∗(1410)0 → K−ρ(770)+ (1.3σ),

- D+ → K̄∗(1410)0π+, K̄∗(1410)0 → K̄∗(892)0π+ (<1σ),

- D+ → π+K̄(1460)0, K̄(1460)0 → K−ρ(770)+ (4.7σ),

- D+ → π+K̄1(1650)0, K̄1(1650)0[S,D] → K∗(892)π (3.0σ),

- D+ → K̄∗(1680)0π+, K̄∗(1680)0 → K−ρ(770)+ (4.5σ),

- D+ → K̄∗(1680)+π0, K̄∗(1680)+ → K̄∗(892)0π+ (2.3σ).

- D+ → K̄∗
2 (1430)0π+, K̄∗

2 (1430)0 → K̄∗(892)π (1.6σ).

- D+ → K̄∗
2 (1430)+π0, K̄∗

2 (1430)+ → K̄∗(892)0π+ (2.1σ).

- D+ → K̄2(1580)0π0, K̄
(
21580)0 → K̄∗(892)π (1.4σ).

- D+ → K̄2(1580)+π0, K̄
(
21580)+ → K̄∗(892)0π+ (1.8σ).

• Three-body amplitudes

- D+[S] → K̄∗(892)0(π+π0)V (2.4σ),

- D+[P ] → K̄∗(892)0(π+π0)V (2.1σ),

- D+[D] → K̄∗(892)0(π+π0)V (1.6σ),

- D+[P ] → ρ(770)+(K−π+)V (4.3σ),

- D+[D] → ρ(770)+(K−π+)V (2.3σ),

- D+[S] → ρ(1450)+(K−π+)V (2.6σ),

- D+[P ] → ρ(1450)+(K−π+)V (2.4σ),

- D+[D] → ρ(1450)+(K−π+)V (2.0σ),

- D+ → ρ(770)+(K−π+)S−wave (2.0σ),

- D+ → K̄∗(700)0(RBW)(π+π0)V (3.0σ),

- D+ → K̄∗(700)0(RBW)(π+π0)S (1.2σ),

- D+ → K̄∗(700)0(POLE)(π+π0)V (2.7σ),

- D+ → K̄∗(700)0(POLE)(π+π0)S (0.9σ).

– 20 –



J
H
E
P
0
5
(
2
0
2
5
)
1
9
5

• Four-body non-resonance amplitudes

- D+ → (K−((π+π0)S−wave)Aπ
+) (< 1σ),

- D+ → (K−((π+π0)S−wave)Pπ
+) (1.6σ),

- D+ → (K−((π+π0)S−wave)V π
+) (< 1σ),

- D+ → π0((K−π+)S−waveπ
+)A (< 1σ),

- D+ → π0((K−π+)S−waveπ
+)P (< 1σ),

- D+ → π+((K−π+)S−waveπ
+)V (2.3σ),

- D+ → π+((K−π+)V π
0)A (< 1σ),

- D+ → π+((K−π+)V π
0)P (< 1σ),

- D+ → π+((K−π+)V π
0)V (< 1σ),

- D+ → (K−π+π+π0)non−resonance (3.2σ).

D The interference between processes

The interference between processes calculated by Equation (4.19).

I D+[S] → K̄∗(892)0ρ(770)+,

II D+[P ] → K̄∗(892)0ρ(770)+,

III D+ → K̄1(1270)0π+[S],

IV D+ → K̄1(1400)0π+[S],

V D+ → K̄1(1400)0π+[D],

VI D+ → K̄(1460)0π+,

VII D+ → K̄∗(1680)0π+,

VIII D+ → (K−π+)S−waveρ(770)+,

IX D+ → K̄(1460)0π+, K̄(1460)0 → K−(π+π0)V ,

X D+ → K̄(1460)0π+, K̄(1460)0 → (K−π)V π,

XI D+ → (K−ρ(770)+)Aπ
+,

XII D+ → (K̄∗(892)π)Aπ
+,

XIII D+ → (K̄∗(892)0π+)Aπ
0,

XIV D+ → (K−(π+π−)V )Pπ
+,

XV D+[S] → (K−π+)V ρ(770)+.
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II III IV V VI VII VIII IX X XI XII XIII XIV XV

− I −0.02 4.72 −6.74 3.76 −5.36 3.85 −4.23 2.19 4.54 −2.06 −8.12 −4.19 8.42 −0.76

II 0.00 0.00 0.00 0.00 −0.87 0.87 0.00 0.01 0.01 0.00 0.00 0.00 0.00

III −2.89 2.84 −0.13 0.18 2.89 −3.19 0.25 −0.40 −0.49 0.63 0.26 −0.65

IV −1.44 −0.96 2.40 −2.18 2.10 1.30 3.43 8.61 −4.11 −2.61 0.68

V 0.07 −0.07 0.56 −0.58 0.03 −0.06 0.35 −0.26 0.01 −0.24

VI 0.00 0.03 2.21 −4.46 2.63 −0.36 1.31 −0.79 −0.60

VII −0.01 0.02 0.2 0.01 0.00 0.00 0.00 0.00

VIII 3.26 −10.26 6.52 −1.63 3.04 6.66 −6.56

IX −5.84 6.37 −0.14 0.29 3.02 −2.45

X −0.74 0.87 1.11 −3.74 3.09

XI −0.44 0.25 0.45 0.03

XII 1.14 −1.02 0.30

XIII 0.67 −0.33

XIV 0.15

Table 10. Interference of each amplitude, in unit of % of total amplitude.
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