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Observation of a rare beta decay of the
charmed baryon with a Graph Neural
Network

The BESIII Collaboration*

The beta decay of the lightest charmed baryon Λ
+
c provides unique insights

into the fundamental mechanism of strong and electro-weak interactions,

serving as a testbed for investigating non-perturbative quantum chromody-

namics and constraining the Cabibbo-Kobayashi-Maskawa (CKM) matrix

parameters. This article presents the first observation of the Cabibbo-

suppressed decay Λ
+
c ! ne +

νe, utilizing 4.5 fb−1 of electron-positron annihi-

lation data collected with the BESIII detector. A novel Graph Neural Network

based technique effectively separates signals from dominant backgrounds,

notably Λ
+
c ! Λe+

νe, achieving a statistical significance exceeding 10σ. The

absolute branching fraction ismeasured to be (3.57 ± 0.34stat. ± 0.14syst.) × 10−3.

For the first time, the CKM matrix element ∣V cd ∣ is extracted via a charmed

baryon decay as 0:208±0:011exp: ±0:007LQCD ±0:001τ
Λ +
c

. This work highlights

a new approach to further understand fundamental interactions in the

charmedbaryon sector, and showcases thepowerofmodernmachine learning

techniques in experimental high-energy physics.

Betadecay, a natural radioactivity discovered in the early 20th century,

opened a window to probe the subatomic matter world. Ernest

Rutherford’s observations in 18991 initiated its recognition, followed

by the elucidation of its complexities by Enrico Fermi in the 1930s2.

This decay mechanism allows an atomic nucleus to transform into an

isobarof that nuclide by emission of an electron (positron) and an anti-

neutrino (neutrino). It involves certain intrinsic properties of suba-

tomic particles and their interaction via the weak force, one of the

fundamental interactions in nature. Beta decay exists in two types:

first, a free (or bound) neutron may transform into a proton, an elec-

tron, and an anti-neutrino in β− decay n ! p + e� �νe. Conversely, a

bound proton within an unstable nucleus transforms into a neutron, a

positron and a neutrino via β+ decay p+
→ ne+νe. As with the bound

neutron case, this β+ decay happens only inside nuclei when the

daughter nucleus has a sufficiently greater binding energy than the

mother nucleus. Studying β+ decay provides insights into the interac-

tions betweenprotons andneutronswithin nuclei, revealing a complex

interplay of gluons and quarks through the strong interactions which

remains incompletely understood. Scientists can gain complementary

insights by studying analogous decays of Λ-type baryons, which

present distinctive opportunities to study β+ decay. These baryons are

similar to neutrons and protons, but with the replacement of a light

quark with a heavy quark. Examples, with the quark structure listed in

parentheses, include Λ(uds), Λ+
c ðudcÞ, and Λ

0
b ðudbÞ. Among these, the

Λ
+
c is the simplest hadron containing an up-type (charge + 2/3) heavy

quark3. Its free beta decay, with a final state including both a lighter

hadron(s) and an antilepton-neutrino pair, is referred to as a semi-

leptonic decay. This decay offers a clear view of the dynamics of the

strong and weak interactions. The hadronic part can be well separated

from the leptonic part and factorized with transition form-factors that

encapsulate the dynamics of strong interactions, which provides

robust validation for quantumchromodynamics (QCD) calculations. In

contrast, the leptonic part allowsprecisely determination theCabibbo-

Kobayashi-Maskawa (CKM) matrix4,5 element ∣Vcd∣, independently

constraining this fundamental parameter of the weak interaction

theory.

The experimental identification of the lightest charmed baryon,

Λ
+
c , was accomplishedmore than 40 years ago6,7. Experimental studies

of its semileptonic decays can be used to test various QCD-derived

phenomenology models8. However, our understanding of its

Received: 11 August 2024

Accepted: 28 November 2024

Check for updates

*A list of authors and their affiliations appears at the end of the paper.

Nature Communications |          (2025) 16:681 1

12
3
4
5
6
78

9
0
()
:,
;

12
3
4
5
6
7
8
9
0
()
:,
;



characteristics was initially quite limited. The situation began to

change in 2014 when the BESIII experiment conducted the first mea-

surement of the absolute branching fractions (BFs) of theΛ+
c decays8–11

based on pair production of Λ+
c
�Λ
�
c just above the production energy

threshold. Since then, the two Cabibbo-favored semileptonic decays,

Λ
+
c ! Λl

+
νl (l = e, μ), have been studied and their BFs are precisely

measured, as well as the hadronic transition form factors10,12–14 which

describe the strong interaction effects in the decays. In contrast,

another semileptonic decay, involving a neutron, Λ +
c ! nl

+
νl , repre-

senting a Cabibbo-suppressed transition (c → W+d) as shown in Fig. 1,

has not been yet observed. It is essentially certain to exist, and detailed

calculations have been made based on Lattice QCD (LQCD) and mas-

sive QCD-derived phenomenology models15–31. To test these predic-

tions in different models, experimental results on the decay

Λ
+
c ! ne +

νe are desired. In addition, by combining results on the

decaydynamicswith thepredictedhadronic transition formfactor, the

CKM matrix element ∣V cd ∣ can be determined for the first time from

charmed baryon.

In practice, identifying the decay Λ
+
c ! ne+

νe faces great chal-

lenges at BESIII32 or other similar particle physics experiments33–36,

because the neutralfinal state particles of the neutronandneutrino are

hard to detect instrumentally. Theseparticles cannot be reconstructed

at all in BESIII’smultilayer drift chamber, designed for charged particle

tracking. Moreover, the ability to separate the signal process is

strongly undermined due to the background process Λ
+
c ! Λe+

νe,

whose BF is approximately ten times greater than that expected for

Λ
+
c ! ne +

νe. Here, the Λ baryon can decay subsequently into nπ0, and

the π0 further decays into two photons. The detector response for the

nπ0 particles in the background decay is very similar to that of the

single neutron in the signal process, except for subtle differences in

the pattern of deposited energy on the CsI(Tl) crystals of the electro-

magnetic calorimeter (EMC). Two extra photon showers are intro-

duced in the Λ → nπ0 background via the π0
→ γγ decays. The neutron

showers, however, are more broadly dispersed than the photon

showers and this often leads to the neutron showers blending in with

photon showers or being mistaken for electronic noise, rendering the

signal neutron indiscernible from the Λ background. Figure 2 illus-

trates the shower patterns in the EMC for typical Λ+
c ! ne+

νe signal

events and Λ
+
c ! Λð! nπ0Þe +

νe background events. Consequently,

identifying signal events utilizing such patterns is almost impossible

for common data analysis techniques in particle physics, even with

most multivariate analysis tools37, such as boosted decision trees, not

to mention less powerful traditional selection-based methods.

In this work, we report the first observation of the semileptonic

decay Λ
+
c ! ne +

νe using e+e− collision data collected with the BESIII

detector, and the first measurement of the CKM matrix element ∣Vcd∣

via a charmed baryon decay. To overcome the difficulties of signal

identification and reconstruction, we resort to modern machine

learning techniques like deep neural networks38, which have exhibited

a powerful capability for learning relations and hidden patterns. A

novel data-drivenmethod is introduced for training and calibrating the

deep neural network, utilizing the unprecedented sample of 1010 J/ψ

events at BESIII39. This approach parallels recent advancements of jet

tagging in LHC experiments40,41, but at a new energy scale.

Results
Candidates selection
The BESIII experiment32 is an electron-positron collider dedicated to

study physics in the τ-charm energy region42, which is further descri-

bed in the Methods. Data analyzed in this work consist of e+e− collision

data taken at seven center-of-mass energies between 4.600 GeV and

4.699 GeV, corresponds to an integrated luminosity of 4.5 fb−1 43. At

these energy points, Λ+
c and �Λ

�
c baryons are always produced in pairs

without accompanyinghadrons. This pristineproduction environment

enables the utilization of a double-tag (DT) technique44, initially

reconstructing either a �Λ
�
c or Λ+

c baryon through its abundant hadro-

nic decays, followed by the search for the signal decay in its recoiling

partner. Consequently, the absolute signal BF can be accessed by

B Λ
+
c ! ne+

νe

� �

=
NDT

NST � ϵsig
, ð1Þ

whereNST is the number of events finding the tagged �Λ
�
c baryon,NDT is

the number of events finding both tagged �Λ
�
c and signal Λ+

c simulta-

neously, and ϵsig is the corresponding signal detection efficiency.

Throughout this Article, charge conjugation is implied by default

unless explicitly stated. The detailed event selection criteria is descri-

bed in the Methods, with the total number of tagged �Λ
�
c baryons

measured to be NST = 105, 506 ± 399.

Signal extraction via Graph Neural Network
In processing the collision data with deep learning, we convert the

deposited showers in EMC, not associated with any charged tracks or

the �Λ
�
c tag decay products, into a set of unordered nodes. Each node

carries the measurable features of the shower, such as spatial coordi-

nates, deposited energy, and the shower cluster profile. These nodes

are organized as locally connected graphs to feed into a graph neural

network (GNN) based on the ParticleNet architecture45which performs

a binary classification between signal and background events.

A notable issue about the the (anti-)neutron is that its interaction

with the EMC involvemany complexmechanisms, such as annihilation,

scattering, fusion, and capture, which are still poorly understood in the

sub-GeV energy region46. As a consequence, computer-based Monte

Carlo (MC) simulations of these interactions are unreliable. Owing to

the unprecedented sample of 1010 J/ψ events collected at BESIII39, the

real (anti-)neutron interactions in the EMC crystals can be calibrated in

a data-driven approach, by selecting (anti-)neutron control samples of

high purity and large statistics from the processes like

J=ψ ! �pnπ + ðp�nπ�Þ. In this work, we establish a data-driven procedure

for training and calibrating the GNN model based on various neutron

and Λ control samples as follows. Note that, the two charge-conjugate

channels are separately processed due to the very different interac-

tions between neutrons and anti-neutrons with the detector material.
• Preparing the control samples. We select neutron and Λ control

samples from J=ψ ! �pπ + n and J=ψ ! �pK +
Λ events, respectively,

in BESIII real data at J/ψ peak energy. After reconstructing the

final-state �p and π+ or K+, the control samples are purified by

requiring the recoil mass Mn (MΛ) to be within the neutron (Λ)

nominal mass region. The momentum range of the neutron (Λ) in

the control samples covers that in the decay of Λ
+
c ! ne +

νe

(Λ+
c ! Λe +

νe). The training sample forGNN is a randomshuffleof

Fig. 1 | The leading-order Feynman diagram for β+ decay of the charmed heavy

baryon Λ
+
c into a neutron (n), positron (e+), and electron neutrino (νe) via an

intermediate W+ boson.
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the neutron and Λ control samples with equal statistics, contain-

ing approximately 3.5 million events and with a purity greater

than 99%.
• Organizing the data structure. The identified physics-related

showers deposited in EMC, not associated with the �p and π+(K+)

in the neutron (Λ) control sample, are used to form the point

cloud. Each point in the cloud carries definite low-level features of

the shower, including azimuth angle in the laboratory frame,

energy deposit in the EMC crystals, the number of crystals with

energy above a minimum threshold, timing information, the ratio

of deposited energy between the 3 × 3 and 5 × 5 crystal regions

around the center (most energetic crystal) of the shower, the

lateral and secondary moments as well as A20 and A42 Zernike

moments47.
• Building up the GNN model. The architecture of the GNN model

largely follows the original configurations in the ParticleNet45,

consisting of three EdgeConv blocks48, a global average pooling

layer, and two fully connected layers. The number of nearest

neighbors for all three EdgeConv blocks is set to 6, with varying

numbers of channels, specifically (8, 8, 8), (16, 16, 16), and

(32, 32, 32), respectively. A channelwise global average pooling

operation is applied after the EdgeConv blocks to aggregate the

learned features over all points in the cloud, and then followed by

a fully connected layer with 32 units and the ReLU activation. To

prevent over-fitting, a dropout layer49 with a drop probability of

0.1 is included. A fully connected layer with two units, followed by

a softmax function, is used to generate the output for a binary

classification task.
• Training the GNN model. Training and optimization of the GNN

model are performedusing the open-source frameworkWeaver50,

implemented with PyTorch51. Events from the two sets of J/ψ

control samples are randomly selected with equal probability and

mixed. Then, 90%of theseevents areused for training and 10%are

used for independent evaluation. The model is trained for 50

epochs with a batch size of 4096. The Lookahead optimizer52with

k = 6 and α = 0.5 is employed to minimize the cross-entropy loss,

with the inner optimizer being RAdam53 with β1 = 0.95, β2 = 0.999,

and ϵ = 10−5. The initial learning rate is 0.004, which remains

constant for the first 70% of the epochs, and then decays

exponentially to 1% of the initial value at the end of the training.
• Inference and calibration of the GNN model. The resultant trained

GNNmodel is applied to the selected EMC showers in both the J/ψ

and Λ
+
c candidate events, which predicts a signal probability

between 0 and 1 for each event. As is indicated in Fig. 3a, d, dis-

crepancies arise in the GNN output distributions between

real data and MC simulations due to the imperfect

modeling of decay dynamics and detector response. To

address this issue, we take the relative data-versus-MC ratios in

the J/ψ control samples as normalized weighting functions

ωðoutputÞ=PDFDataðoutputÞ=PDFMCðoutputÞ, as shown in

Fig. 3b, e, where PDF
DataðoutputÞ and PDF

MCðoutputÞ represent
the normalized probability density functions (PDFs) for the GNN

output distributions in data and MC simulation of the J/ψ control

samples, respectively. The MC-determined distributions for the

Λ
+
c signal and background channels are then corrected according

to the weight functions, which agree well with the data as seen in

Fig. 4. The residual effect of the data-MC discrepancy is

considered as a systematic uncertainty source, and is discussed

in the following sections.

Based on the trained and calibrated GNN model, Fig. 4 illustrates

the output probability distributions of the surviving Λ
+
c candidates.

Clear enhancements in the high and low probability ranges are visible,

which arise from Λ
+
c ! ne +

νe signal events and Λ
+
c ! Λe +

νe back-

grounds events, respectively. To count signal events, simultaneous

binned maximum-likelihood fits to the GNN output distributions are

performed separately to the data for Λ
+
c ! ne+

νe and �Λ
�
c ! �ne��νe.

AssumingCP conservation, the BFs for the two charge-conjugate signal

channels are set to be equal. The PDFs used in the fit for Λ+
c ! ne +

νe

and Λ
+
c ! Λe+

νe are modeled with templates from MC simulation

corrected with the neutron and Λ control samples, respectively. In

addition, there is a small component of other Λ+
c decay backgrounds,

whose contributions are fixed according to MC simulation. The yields

for the Λ
+
c ! ne+

νe and Λ
+
c ! Λe+

νe components are free para-

meters. Finally, we obtain the yields in the tagged events of Λ
+
c !

ne+
νe and its conjugate channel to be 134 ± 13 and 131 ± 12, respec-

tively. The corresponding signal efficiencies, ϵsig, in Eq. (1) are deter-

mined with dedicated MC simulation, as discussed in the Methods, to

be (70.09 ± 0.20)% for Λ+
c ! ne +

νe and (70.39 ± 0.20)% for its con-

jugate channel, respectively. The signal BF is determined via Eq. (1) to

be (0.357 ± 0.034)%, where the uncertainty is statistical only. The sta-

tistical significance for the signal is over 10 standard deviations, based

on Wilks’ theorem54, marking the first observation of the process

Λ
+
c ! ne +

νe. As a validation check on the analysis strategy, the BF for

Fig. 2 | (Right) Visualization of a Λ
+
c ! pK�π + ,

--
Λ
�
c ! --

ne�
--
νe event in the BESIII

detector76,77. The blue cylindrical represents the barrel EMC crystal configuration,

and the red and violetpixelsmark theon-fire crystals. The EMCshowers are clusters

of adjacent active crystals defined by the BESIII EMC reconstruction algorithm78,

with red pixels representing crystals within EMC showers and violet pixels being

outside of them. (Left) The enclosed area displays zoomed-in views of the four

typical EMC hit patterns from n, �n, Λ( → nπ0) and �Λð! �nπ0Þ, respectively.
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the background process Λ+
c ! Λe +

νe is calculated to be (3.55 ± 0.14)%

from the simultaneous fit, consistentwith the previousmeasurement13.

Systematic uncertainties
Several sources of systematic uncertainty have been investigated and

the total contribution is 4.0% of the central BF value, as detailed in

the Methods. In particular, we study two issues related to the

robustness and reliability of the machine learning model: domain

shift and network uncertainty. Domain shift55 describes themismatch

between training samples and evaluation samples. In this work,

it refers to the potential difference of EMC shower profiles between

J/ψ and Λ
+
c data sets, due to the kinematic phase space or other

underlying dependence. This deviation could bias the correction

to MC-derived GNN outputs using the J/ψ control sample, and

therefore the fit in Fig. 4. To evaluate this effect, we perform the ca-

libration procedure on another set of neutron and Λ control samples

based on different J/ψ processes J=ψ ! Σ
+ ð! nπ + Þ�Σ�ð! �pπ0Þ and

J=ψ ! Ξ
+ ð! Λπ + Þ�Ξ�ð! �Λπ�Þ. As illustrated in Fig. 3c, f, the effects

of residual data-MC discrepancies for these control samples are

small, despite the shower distributions differing from the neutron

training sample in the J/ψ control sample and the Λ
+
c data sets,

indicating the validity of our calibration method to the GNN model.

Network uncertainty describes the systematic effect on the choice of

the trained GNN model, which is estimated via the ensemble

method56 by combining the predictions of multiple different net-

works at inference.

Discussion
In conclusion, we report the first observation of a Cabibbo-

suppressed Λ
+
c beta decay into a neutron, Λ

+
c ! ne +

νe, with a

statistical significance of more than 10σ, based on 4.5 fb−1 of

electron-positron annihilation data collected with the BESIII

detector in the energy region just above the Λ
+
c
�Λ
�
c threshold. The

machine learning technique employed exhibits a great capability

Fig. 4 | The GNN output distributions in data. a Fit to the distribution in Λ
+
c !

ne+
νe signal candidates. b Fit to the distribution in �Λ

�
c ! �ne��νe signal candidates.

The error bars of data points are statistical only and represent one standard

deviation. The stacked histograms show the total fitting results. The orange

histograms represent the signal components, the light blue histograms represent

the Λ
+
c ! Λe +

νe or
�Λ
�
c ! �Λe��νe components, and the dark blue histograms

represent other Λ+
c or �Λ

�
c decay components.

Fig. 3 | The inference, calibration andvalidationof theGNNmodel. a,dTheGNN

output distributions of J=ψ ! �pπ + n and J=ψ ! �pK +
Λ control samples prior to the

MC corrections. b, e The normalized weight functions taken from the data-versus-

MC ratios. c, f The GNN output distributions of J=ψ ! Σ
+ ð! nπ +Þ �Σ�ð! �pπ0Þ and

J=ψ ! Ξ
+ ð! Λπ +Þ �Ξ�ð! �Λπ�Þ control samples post the MC corrections. Uncer-

tainties on the data points are statistical only and represent one standarddeviation.
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for extracting small signals intermingled with very large and

similarly-behaved backgrounds in experimental high energy

physics; such a task is almost impossible with traditional

selection-based methods. Meanwhile, we develop a validation

pipeline to quantify and reduce systematic uncertainties asso-

ciated with the machine learning model, leveraging abundant J/ψ

control samples collected at BESIII. The absolute branching

fraction for the semileptonic decay Λ
+
c ! ne +

νe is measured to be

B Λ
+
c ! ne+

νe

� �

= 0:357 ±0:034stat: ±0:014syst:

� �

%, ð2Þ

where the first uncertainty is statistical and the second is systematic.

Our result demonstrates a level of precision comparable to the LQCD

prediction23, and is consistent with it within one standard deviation.

The comparisons with other theoretical calculations16–31 are shown in

Fig. 5. The absence of detectors capable of accurately assessing neu-

tron energy and position restricted us to precisely measure the tran-

sition form factors, which is relevant to the momentum transfer

q2 = ðp
Λ

+
c
� pnÞ2. Still, the measured absolute BF provides significant

insights, shedding light on the di-quark structure within the Λ
+
c core

and the π − N clouds57 in the low q2 regime.

In addition, we present a measurement of the CKM matrix ele-

ment ∣V cd ∣ using a novel decay mode. A recent LQCD calculation23

gives the q2-integrated partial width of Λ
+
c ! ne +

νe as

ΓðΛ+
c ! ne+

νeÞ= jV cd j2ð0:405±0:016 ±0:020Þps�1, where the uncer-

tainties include statistical and systematic ones propagated from the

predicted form factors. Using current Λ
+
c lifetime

τ
Λ

+
c
= ð0:2032 ±0:0012Þps58, we extract the magnitude of ∣V cd ∣ as

∣V cd ∣=0:208±0:011exp: ±0:007LQCD ±0:001τ
Λ+
c

, ð3Þ

at a precision of 6% and consistent with the world average value

(0.221 ±0.004)3, which is determinedwith the charmedmeson (semi-)

leptonic decays and neutrino scattering. Future improvements on our

precision would rely on more statistics of Λ+
c data collected at BESIII,

as well as improved theoretical calculations of the involved form

factors.

Methods
Experimental apparatus
The BESIII detector32 records symmetric e+e− collisions provided by the

BEPCII storage ring59 in the center-of-mass energy (
ffiffiffi

s
p

) range from 2.0

to 4.95 GeV, with a peak luminosity of 1 × 1033 cm−2s−1 achieved at
ffiffiffi

s
p

=3:77 GeV. BESIII has collected large data samples in this energy

region60,61. The cylindrical core of the BESIII detector covers 93% of the

full solid angle and consists of a helium-basedmultilayer drift chamber

(MDC), a plastic scintillator time-of-flight system (TOF), and a CsI(Tl)

electromagnetic calorimeter (EMC), which are all enclosed in a

superconducting solenoid magnet providing a 1.0 T magnetic field.

The solenoid is supported by an octagonal flux-return yoke with

resistive plate counter muon identification modules interleaved with

steel. The charged-particle momentum resolution at 1 GeV/c is 0.5%,

and the dE/dx resolution is 6% for electrons from Bhabha scattering.

The EMCmeasures photon energies with a resolution of 2.5% (5%) at 1

GeV in the barrel (end cap) region. The time resolution in the TOF

barrel region is 68ps, while that in the end cap region is 110ps. The end

cap TOF system was upgraded in 2015 using multi-gap resistive plate

chamber technology, providing a time resolution of 60 ps62–64; about

87% of the data used here benefits from this upgrade.

Monte Carlo simulation
SimulatedMC samples produced with a GEANT4-based65 package, which

includes the geometric description of the BESIII detector and the

detector response, are used to determine detection efficiencies and to

estimate backgrounds. The simulationmodels thebeamenergy spread

and initial state radiation (ISR) in the e+e− annihilations with the gen-

erator KKMC
66,67. The inclusive MC sample includes the production of

open charm processes, the ISR production of vector charmonium(-

like) states, and the continuum processes incorporated in KKMC. All

particle decays are modelled with EVTGEN
68,69 using BFs either taken

from the Particle Data Group3, when available, or otherwise estimated

with LUNDCHARM
70,71. Final state radiation (FSR) from charged final state

particles is incorporated using the PHOTOS package72. The simulations of

the decay Λ
+
c ! ne +

νe and Λ
+
c ! Λe+

νe take into account their form

factors, as predicted by LQCD15,23.

Event selection criteria
The DT analysis approach allows for a straightforward and clean

measurement of signal BF without knowledge of the total number of

Λ
+
c
�Λ
�
c events produced. The �Λ

�
c baryon is firstly reconstructed in the

ten exclusive hadronic decay modes �Λ
�
c ! �pK0

S , �pK +π�, �pK0
Sπ

0,
�pK0

Sπ
+π�, �Λπ�, �Λπ�π0, �Λπ�π +π�, �Σ

0
π�, �Σ

�
π0, and �Σ

�
π +π�. The

intermediate particles K0
S , π

0, �Λ, �Σ
0
and �Σ

�
are reconstructed via their

dominant decay modes K0
S ! π +π�, �Λ ! �pπ + , �Σ

0 ! γ�Λ with
�Λ ! �pπ + , �Σ

� ! �pπ0, and π0
→ γγ. The details of �Λ

�
c reconstruction

follow the method in ref. 73, and the selected sample is referred to as

the single-tag (ST) sample. The signal decay Λ
+
c ! ne +

νe is then

searched for in the system recoiling against the ST �Λ
�
c baryon; suc-

cessful tag plus signal candidates are referred to as DT events.

The signal BF is determined with Eq. (1). Here, NDT is the yield of

DT events. NST =
P

i, jN
i, j
ST is the total yield of ST �Λ

�
c baryons, summing

over the ST yields Ni, j
ST in the ith ST mode at the jth energy point. The

effective signal efficiency, ϵsig =
P

i, jðN
i, j
STϵ

i, j
DT=ϵ

i, j
STÞ=NST, for selecting the

signal decay in the presence of an ST �Λ
�
c baryon, is averaged over the

different ST modes and energy points. Here, ϵi, jST and ϵi, jDT are the

detection efficiencies of the ST �Λ
�
c baryons and the DT candidates in

the ith ST mode at the jth energy point, respectively. The results of ST

yields Ni, j
ST are obtained following ref. 73, and are given in Table 1. The

ST and DT efficiencies, estimated with MC simulation, are listed in

Tables 2 and 3, respectively.

Fig. 5 | Comparison of our BFmeasurement with the theoretical predictions in

refs. 16–31. The error bars represent one standard deviation of the BF results,

calculated as a sum in quadrature of the statistical and systematic uncertainties.

Note that some predictions do not report uncertainties.
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DT candidates for Λ+
c ! ne+

νe are selected by requiring exactly

one remaining charged track, beyond the tag mode, with charge

opposite to the tagged �Λ
�
c . The cosine of its emission angle (θ) with

respect to the beam direction is required within ∣ cosθ∣<0:93. The

distance of the closest approach to the interaction point (IP) are

required to bewithin ± 10 cmalong the beamdirection and 1 cm in the

plane perpendicular to the beam. For particle identification, the

information measured by MDC, TOF, and EMC are used to construct

likelihoods for positron, pion and kaon hypotheses denoted as LðeÞ,
LðπÞ and LðKÞ. The positron candidate must satisfy LðeÞ>0:001 and

Table 1 | ST yields N
i, j
ST in the i th ST mode at the j th energy point

modes Λ
+
c
! 4.600GeV 4.612GeV 4.628GeV 4.641GeV 4.661GeV 4.682GeV 4.699GeV

pK0
S

645 ± 26 113 ± 11 515 ± 24 557 ± 25 537 ± 24 1645 ± 43 458 ± 23

pK−π+ 3295 ± 65 592 ± 28 2909 ± 62 3136 ± 64 3025 ± 62 8572 ± 104 2486 ± 56

pK0
Sπ

0 291 ± 24 65 ± 12 300 ± 28 288 ± 26 290 ± 27 870 ± 46 224 ± 25

pK0
Sπ

+ π� 321 ± 26 46 ± 11 261 ± 25 252 ± 24 297 ± 25 760 ± 42 232 ± 24

Λπ+ 377 ± 20 64 ± 8 330 ± 20 360 ± 20 327 ± 19 1049 ± 34 259 ± 17

Λπ+π0 858 ± 40 146 ± 16 750 ± 37 823 ± 40 727 ± 36 2204 ± 63 636 ± 35

Λπ+π−π+ 418 ± 27 80 ± 12 297 ± 24 375 ± 26 428 ± 33 1040 ± 45 321 ± 25

Σ0π+ 250 ± 18 53 ± 8 171 ± 15 211 ± 17 223 ± 17 733 ± 30 175 ± 15

Σ+π0 167 ± 18 43 ± 11 149 ± 17 152 ± 18 131 ± 17 456 ± 32 120 ± 17

Σ+π+π− 587 ± 34 125 ± 17 438 ± 32 560 ± 36 495 ± 34 1515 ± 62 479 ± 37

modes
--
Λ
�
c
! 4.600GeV 4.612GeV 4.628GeV 4.641GeV 4.661GeV 4.682GeV 4.699GeV

�pK0
S

633 ± 26 126 ± 12 540 ± 25 552 ± 25 582 ± 25 1734 ± 44 501 ± 24

�pK + π� 3516 ± 64 576 ± 27 2992 ± 62 3125 ± 63 2924 ± 60 8970 ± 104 2699 ± 57

�pK0
Sπ

0 318 ± 24 62 ± 11 296 ± 24 315 ± 25 298 ± 24 922 ± 43 245 ± 23

�pK0
Sπ

�π + 292 ± 23 60 ± 11 235 ± 21 276 ± 22 260 ± 22 788 ± 38 234 ± 21

�Λπ� 380 ± 20 56 ± 8 346 ± 20 345 ± 20 344 ± 20 1028 ± 34 280 ± 18

�Λπ�π0 888 ± 39 164 ± 17 730 ± 36 798 ± 37 770 ± 36 2202 ± 61 685 ± 34

�Λπ�π +π� 355 ± 24 58 ± 10 291 ± 22 374 ± 25 349 ± 24 1048 ± 42 330 ± 24

�Σ
0
π� 276 ± 19 49 ± 8 243 ± 16 237 ± 18 233 ± 18 670 ± 29 197 ± 16

�Σ
�
π0 149 ± 17 31 ± 7 119 ± 16 143 ± 17 168 ± 18 432 ± 30 132 ± 17

�Σ
�
π�π + 621 ± 39 95 ± 15 561 ± 33 520 ± 34 558 ± 34 1616 ± 60 480 ± 33

Table 2 | ST detection efficiencies ϵi, jSTð%Þ in the i th ST mode at the j th energy point

modes Λ
+
c
! 4.600GeV 4.612GeV 4.628GeV 4.641GeV 4.661GeV 4.682GeV 4.699GeV

pK0
S

56.1 ± 0.3 53.4 ± 0.8 51.8 ± 0.3 50.7 ± 0.3 49.7 ± 0.3 48.6 ± 0.2 47.6 ± 0.3

pK−π+ 51.5 ± 0.1 51.2 ± 0.3 49.4 ± 0.1 49.1 ± 0.1 48.4 ± 0.1 47.5 ± 0.1 47.0 ± 0.1

pK0
Sπ

0 22.7 ± 0.2 23.0 ± 0.6 20.9 ± 0.2 20.8 ± 0.2 19.7 ± 0.2 19.2 ± 0.1 18.6 ± 0.2

pK0
Sπ

+ π� 24.0 ± 0.3 21.5 ± 0.6 21.5 ± 0.3 21.8 ± 0.3 21.4 ± 0.3 22.0 ± 0.2 19.4 ± 0.3

Λπ+ 47.6 ± 0.4 45.5 ± 0.9 41.6 ± 0.4 40.5 ± 0.4 40.1 ± 0.4 40.1 ± 0.2 37.9 ± 0.4

Λπ+π0 20.8 ± 0.1 18.9 ± 0.3 18.5 ± 0.1 18.6 ± 0.1 18.4 ± 0.1 17.6 ± 0.1 17.5 ± 0.1

Λπ+π−π+ 16.0 ± 0.2 13.7 ± 0.4 14.1 ± 0.2 14.4 ± 0.2 14.2 ± 0.2 14.2 ± 0.1 14.8 ± 0.2

Σ0π+ 28.0 ± 0.3 24.5 ± 0.8 25.8 ± 0.3 25.2 ± 0.3 25.4 ± 0.3 24.7 ± 0.2 23.4 ± 0.3

Σ+π0 22.8 ± 0.4 21.5 ± 0.8 22.4 ± 0.4 24.9 ± 0.4 22.4 ± 0.4 22.2 ± 0.2 21.4 ± 0.4

Σ+π+π− 25.1 ± 0.2 25.2 ± 0.5 23.2 ± 0.2 22.8 ± 0.2 22.9 ± 0.2 22.3 ± 0.1 22.1 ± 0.2

modes
--
Λ
�
c
! 4.600GeV 4.612GeV 4.628GeV 4.641GeV 4.661GeV 4.682GeV 4.699GeV

�pK0
S

56.3 ± 0.3 54.0 ± 0.8 51.8 ± 0.3 50.9 ± 0.3 49.6 ± 0.3 48.7 ± 0.2 47.6 ± 0.3

�pK + π� 51.4 ± 0.1 51.0 ± 0.3 49.2 ± 0.1 48.2 ± 0.1 48.2 ± 0.1 46.8 ± 0.1 45.7 ± 0.1

�pK0
Sπ

0 23.3 ± 0.2 21.6 ± 0.6 20.8 ± 0.2 20.9 ± 0.2 20.7 ± 0.2 20.4 ± 0.1 19.5 ± 0.2

�pK0
Sπ

�π + 23.1 ± 0.3 22.2 ± 0.6 19.9 ± 0.3 20.1 ± 0.3 20.8 ± 0.3 19.6 ± 0.2 19.8 ± 0.3

�Λπ� 49.2 ± 0.4 48.4 ± 0.9 44.6 ± 0.4 45.2 ± 0.4 43.3 ± 0.4 42.6 ± 0.2 40.8 ± 0.4

�Λπ�π0 21.8 ± 0.1 20.7 ± 0.3 19.8 ± 0.1 19.6 ± 0.1 19.4 ± 0.1 18.8 ± 0.1 18.5 ± 0.1

�Λπ�π +π� 15.3 ± 0.2 13.5 ± 0.4 13.7 ± 0.2 14.1 ± 0.2 14.0 ± 0.2 13.8 ± 0.1 14.5 ± 0.2

�Σ
0
π� 30.9 ± 0.4 28.9 ± 0.8 28.7 ± 0.4 27.1 ± 0.3 27.6 ± 0.4 27.2 ± 0.2 25.3 ± 0.4

�Σ
�
π0 24.5 ± 0.4 23.6 ± 0.9 24.5 ± 0.4 24.8 ± 0.4 24.0 ± 0.4 23.1 ± 0.2 23.0 ± 0.4

�Σ
�
π�π + 25.8 ± 0.2 26.3 ± 0.5 23.7 ± 0.2 23.9 ± 0.2 23.4 ± 0.2 22.4 ± 0.1 22.9 ± 0.2
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LðeÞ=ðLðeÞ+LðπÞ+LðKÞÞ>0:8. To further suppress the background, the

ratio of the deposited energy in the EMC and themomentum from the

MDC is required to be larger than 0.5.

The remaining showers in the EMC, neither associated with any

charged tracks nor used in the ST reconstruction, are analyzed further.

To remove showers from electronic noise, the EMC shower time with

respect to the event start time shouldbewithin [0, 700] ns. At leastone

shower candidate is required as a candidate for the neutron from the

signal decay. After the above selections, the dominant background

component is found to be Λ+
c ! Λe +

νe with Λ→ nπ0. The contribution

from non-Λ+
c
�Λ
�
c hadronic background is negligible.

Systematic uncertainties
The relevant sources of systematic uncertainties are summarized in

Table4anddescribedas follows.Most systematicuncertainties related to

ST selection cancel in the calculation of the signal BF, where the

remaininguncertaintymainly comes fromtheuncertaintyof theSTyields

as 1.0%73. The effect of a data-MC difference in the positron tracking

efficiency is evaluated to be 0.3% using the control sample e+e− → γe+e−

collected at
ffiffiffi

s
p

=3:097GeV. Similarly, the effect of a data-MC difference

in the positron identification efficiency is studied using the same

e+e−→ γe+e− sample tobe 1.2%.Note these uncertainties are also applicable

to the charge-conjugated electron. A data-MC efficiency difference from

the “no extra charged track” requirement is estimated using a control

sample of DT Λ
+
c ! nK�π +π + collected at

ffiffiffi

s
p

=4:600�4:699GeV,

and is determined to be 1.1%. Another data-MC efficiency difference due

to the “at least one shower candidate” requirement is calculated as 2.5%

using a control sample of DT Λ
+
c ! nK0

Sπ
+ collected at

ffiffiffi

s
p

=4:600�4:699GeV. For the MC model uncertainty, form factors

provided by the LQCD23 are used to describe the dynamics of the signal

process in determining the signal DT efficiency. Different MC model

assumptions would alter the kinematic distributions of outgoing parti-

cles, and thus the signal efficiency when considering the detailed

responses of BESIII detector. Other theoretical models16,19,20,22,26 are con-

sidered as variations and their corresponding signal efficiencies are cal-

culated.Their standarddeviation is takenas the systematicuncertainty to

be0.6%.Thebinomialuncertainty in the signal efficiencydue tofinite size

of signal MC sample, 0.2%, is included as a systematic uncertainty.

To investigate the impact of domain shift in the simultaneous

fit, control samples of J=ψ ! Σ
+ ð! nπ + Þ �Σ�ð! �pπ0Þ and J=ψ !

Ξ
+ ð! Λπ + Þ �Ξ�ð! �Λπ�Þ are selected from both real data and MC

simulation. Figure 3c, e compares the GNN output distributions for

data and MC simulation after the correction procedure, which agree

well with each other in large event statistics. A pseudo-data set is

created bymerging the two control samples with the yield ratio same

as the ratio of the signals and backgrounds in the DT candidates in

Fig. 4. The MC-determined shapes with corrections are adopted in

fitting to the pseudo-data. To mitigate the effects of statistical fluc-

tuations, a bootstrap re-sampling method74 is utilized. The output

distribution of the fitted neutron yields is found to be consistent with

the input yield within statistical uncertainty, and the deviation of the

average value from the input value, 0.9%, is taken as the systematic

uncertainty due to the domain shift effect.

Table 3 | DT detection efficiencies ϵi, jDTð%Þ in the i th ST mode at the j th energy point

modes Λ
+
c
! 4.600GeV 4.612GeV 4.628GeV 4.641GeV 4.661GeV 4.682GeV 4.699GeV

pK0
S

39.39 ± 0.34 37.43 ± 0.34 36.07 ± 0.33 36.07 ± 0.33 34.81 ± 0.33 34.87 ± 0.33 33.40 ± 0.33

pK−π+ 35.53 ± 0.33 34.25 ± 0.33 34.20 ± 0.33 33.55 ± 0.33 34.07 ± 0.33 32.56 ± 0.32 31.67 ± 0.32

pK0
Sπ

0 16.29 ± 0.18 16.42 ± 0.18 15.42 ± 0.18 15.54 ± 0.18 15.13 ± 0.17 14.89 ± 0.17 14.61 ± 0.17

pK0
Sπ

+ π� 16.17 ± 0.18 15.15 ± 0.18 14.72 ± 0.17 14.47 ± 0.17 14.59 ± 0.17 14.27 ± 0.17 14.05 ± 0.17

Λπ+ 33.74 ± 0.33 31.94 ± 0.32 30.20 ± 0.32 29.94 ± 0.32 29.28 ± 0.31 27.84 ± 0.31 27.29 ± 0.31

Λπ+π0 15.03 ± 0.17 14.11 ± 0.17 13.74 ± 0.17 13.45 ± 0.17 13.05 ± 0.17 12.96 ± 0.16 12.79 ± 0.17

Λπ+π−π+ 10.51 ± 0.11 9.82 ± 0.10 9.62 ± 0.10 9.63 ± 0.10 9.84 ± 0.10 9.68 ± 0.10 9.52 ± 0.10

Σ0π+ 20.87 ± 0.20 19.66 ± 0.20 18.41 ± 0.19 18.43 ± 0.19 17.81 ± 0.19 17.67 ± 0.19 16.92 ± 0.19

Σ+π0 17.78 ± 0.15 17.96 ± 0.15 17.24 ± 0.15 17.13 ± 0.15 16.71 ± 0.15 16.13 ± 0.15 15.83 ± 0.15

Σ+π+π− 18.17 ± 0.15 18.21 ± 0.15 17.49 ± 0.15 17.04 ± 0.15 16.96 ± 0.15 16.45 ± 0.15 16.10 ± 0.15

modes
--
Λ
�
c
! 4.600GeV 4.612GeV 4.628GeV 4.641GeV 4.661GeV 4.682GeV 4.699GeV

�pK0
S

42.38 ± 0.34 40.23 ± 0.34 39.69 ± 0.34 39.21 ± 0.34 37.70 ± 0.34 37.11 ± 0.33 35.69 ± 0.34

�pK + π� 33.81 ± 0.33 34.66 ± 0.33 33.37 ± 0.33 33.47 ± 0.33 32.78 ± 0.32 32.01 ± 0.32 31.49 ± 0.32

�pK0
Sπ

0 16.36 ± 0.18 16.03 ± 0.18 15.65 ± 0.18 15.62 ± 0.18 15.47 ± 0.18 15.08 ± 0.18 14.85 ± 0.18

�pK0
Sπ

�π + 14.06 ± 0.17 12.88 ± 0.16 12.99 ± 0.17 12.84 ± 0.16 13.01 ± 0.16 13.02 ± 0.17 12.79 ± 0.16

�Λπ� 35.01 ± 0.33 34.85 ± 0.33 33.89 ± 0.33 32.71 ± 0.32 32.09 ± 0.32 31.48 ± 0.32 30.62 ± 0.32

�Λπ�π0 14.69 ± 0.17 14.81 ± 0.18 14.26 ± 0.17 13.71 ± 0.17 13.40 ± 0.17 13.79 ± 0.17 13.19 ± 0.17

�Λπ�π +π� 8.97 ± 0.10 8.81 ± 0.10 8.54 ± 0.10 8.45 ± 0.10 8.79 ± 0.10 8.71 ± 0.10 8.72 ± 0.10

�Σ
0
π� 22.38 ± 0.20 21.88 ± 0.20 20.77 ± 0.20 20.93 ± 0.20 20.31 ± 0.20 19.63 ± 0.20 19.00 ± 0.19

�Σ
�
π0 20.11 ± 0.16 20.08 ± 0.16 19.19 ± 0.16 18.53 ± 0.16 18.50 ± 0.15 18.07 ± 0.15 17.36 ± 0.15

�Σ
�
π�π + 18.12 ± 0.15 18.21 ± 0.15 17.73 ± 0.15 17.56 ± 0.15 17.13 ± 0.15 16.44 ± 0.15 16.23 ± 0.15

Table 4 | Summary of systematic uncertainties

Source Relative uncertainty (%)

Single tag yields 1.0

Positron tracking 0.3

Positron identification 1.2

No extra charged track requirement 1.1

Neutron-induced shower reconstruction 2.5

MC model 0.6

MC statistics 0.2

Domain shift 0.9

GNN model 1.8

Simultaneous yield fit 1.2

Total 4.0
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The GNN model uncertainty is quantified via the ensemble

method, where a total of one hundred GNN models are trained inde-

pendently. Among the different GNN settings, network weight initi-

alization, batch processing sequence anddropout layer49 are randomly

changed. The resultant signal BFs from the different trained GNN

models follow a Gaussian distribution, where the BF with center value

closest to the mean value of the Gaussian is chosen as the reported

result. The difference between the chosen model and the Gaussian

mean is negligible. The standard deviation of the Gaussian, 1.8%, is

taken as the systematic uncertainty.

The uncertainty related to the simultaneous yield fit is estimated

by varying the details of the fitting procedure. The corrected MC-

determined signal and background shapes are varied according to the

relevant statistical fluctuations, due to the uncertainties of the cor-

rection function and the MC samples. The component of other Λ
+
c

decays is removed in an alternative fit. The bootstrap re-sampling

method mentioned above is again employed. The deviation of the

mean value from the nominal fit is taken as the corresponding sys-

tematic uncertainty to be 1.2%.

Data availability
The raw data generated in this study have been deposited in the

Institude of High Energy Physics mass storage silo database. The

source data are available under restricted access for the complexity

and large size, and the access can be obtained by contacting to besiii-

publications@ihep.ac.cn. A minimum dataset to verify the result pre-

sented in the paper is available at ZENODO repository https://doi.org/10.

5281/zenodo.14048411.

Code availability
The reconstruction and selection of e+e− collision events rely on the

BESIII offline software system75. The training and inference of the GNN

model use the open-source tool Weaver50, implemented with

PyTorch51. All algorithms used for data analysis and simulation are

archived by the authors and are available on request to besiii-pub-

lications@ihep.ac.cn. The specific data analysis code is available at

ZENODO repository https://doi.org/10.5281/zenodo.14048411.
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