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Based on e e~ annihilation data collected with the BESIII detector at the BEPCII collider, searches for
the ete™ = X .2, (ZFE7, 2080, and T *+377) processes, as well as for the process ete™ — AFE-, are
conducted for the first time at /s = 4.750, 4.781, 4.843, 4.918, and 4.951 GeV. As no signals are observed
for all the above channels, the upper limits on their Born cross sections at the 90% confidence level are

reported. The obtained upper limits of cross sections for e*e~™ — X, are more than 2 orders of magnitude
smaller than those for ete~ — A} A7 near the threshold. In contrast, such suppression is absent in hyperon
pair production (ete” — AA and XX), suggesting distinct underlying dynamics in charmed baryon

production.
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I. INTRODUCTION

In the quark model [1], baryons are not point-like
particles but are described as being composed of three
quarks. Although this model offers a valuable framework
for understanding baryon structures, unresolved issues,
such as the significant discrepancy between the proton
mass and the sum of its three constituent quark masses [2],
call for a critical reexamination of the quark model and
highlight the need to better understand the interactions
between the quarks inside the baryon.

The baryon properties can be indirectly examined
through electron-positron collisions, where the two par-
ticles annihilate into a virtual photon, which converts into a
baryon pair. The production cross section is parametrized in
terms of electromagnetic form factors or effective form
factors [3]. Hence, the measurement of the production cross
sections of baryon pairs near the mass threshold provides
valuable insights into the internal structure of baryons [4].

The production cross sections and (effective) form fac-
tors have been studied in different experiments [5—13],
revealing several unexpected behaviors. For instance, in
the hyperon sector, the cross sections of ete™ — XX+,
ete” - T8, and ete” — 2020 are well described by
perturbative quantum chromodynamics (pQCD) and
follow a power law as a function of the energy [14,15],
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while anomalous behaviors are observed for the AA [9] and
AZ0 [16] cross sections, which differ from the pQCD
predictions at threshold. Specifically, a threshold enhance-
ment larger than that predicted by pQCD is observed for
AA and AZ°.

With respect to the cross sections of charmed baryons,
the Belle Collaboration initially reported a resonant struc-
ture consistent with the Y (4660) state near the A A7 mass
threshold [17]. In contrast, the BESIII Collaboration con-
ducted a precise measurement of the cross sections of
ete” — AFA7 from threshold to 4.951 GeV, observed a
threshold enhancement, and extracted the corresponding
form factors [18,19], but with no indication of the resonant
structure [19].

The study of the production cross sections of isospin-1
charmed baryon X pairs is of particular interest. First, the
Y. baryon, including the three isospin partners X0 (ddc),
> (udc), and I (uuc), has a considerable mass differ-
ence with respect to the Al (udc) [20,21], even though they
present similar quark components. This mass difference can
be interpreted as the energy difference between the heavier
“bad” diquark (ud)p;,—;, which is symmetric in light quark
spin, and the lighter “good” diquark (ud)y,—o, Which is
antisymmetric [22]. Considering the AfA; and XX
production, if the hadronization from the cc pair proceeds
via attaching diquarks (ud), the cross section of the
ete™ — ATA7 process is greater than the ete™ — ZFE7
one, since the “bad” diquark is heavier than the “good” one,
and the cross section is inversely proportional to the mass.
Therefore, measuring the X pair cross section is crucial for
understanding the characteristics of “bad” and “good”
diquarks, thereby to get insight into the inner structure
of charmed baryons.
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Second, it is of interest to explore whether the Z. pair can
form a novel bound state, namely a dibaryon. Theories have
various explanations for X.-%, interaction and have made
predictions about potential new molecular states from both
the hadron level and quark level. On the hadron level,
several coupled channel effects, such as the one-pion-
exchange model [23], the one-boson-exchange model
[24,25], the single-channel Bethe-Salpeter equation [26],
and the chiral perturbation theory [27,28] have been
developed. On the quark level, theoretical approaches like
the chiral quark model [29], quark delocalization color
screening model [30], and lattice QCD [31] are employed
to investigate bound-state production mechanisms. Despite
the wealth of predictions, the mechanisms influencing the
¥.-X. interaction remain inadequately explored in the
absence of experimental data, and it is essential to conduct
relevant measurements to validate these predictions.

The hadron-hadron interactions and the potential
dibaryon for the A7X> system are also under discussion
[25,30,32] and can be tested in the process e*e™ — Aji;,
whose experimental studies are lacking. Moreover, isospin
violation |AI| =1 is expected to manifest via ete™ —
y* — qq (q denotes u, d, and s) in electromagnetic
interaction. That raises concern regarding the relative
amplitudes between |AI| =0 and |AI| =1 processes in
charmed baryon production. In the |AI| =1 process
y* — g, under the diquark model, the diquark is initially
produced and subsequently attaches to ¢ or ¢ during the
hadronization process, resulting in a suppressed cross
section compared to the e*e™ — AFAZ process. Thus,
the measurement of the cross section ratio between e e~ —
AFAZ and ete™ — AFE; can shed light on the dynamics
of the charmed baryon production and help to probe their
inner structure from an alternative perspective.

In this paper, the aim is to measure the cross sections of
ete” - XX (.2, denotes TFX7, 2030, or F+277) and
ete” — AFZ7 in the energy regions near their mass
thresholds. The analyzed data samples were collected with
the BESIII detector at BEPCII collider. The data samples
taken at /s =4.918 and 4.951 GeV, are utilized to
measure the ete™ — X, cross section. Subsequently,
these data, along with those at \/E = 4750, 4.781, and
4.843 GeV, are utilized to conduct the latter measurement.
The center-of-mass energies and integrated luminosities of
these samples are measured from e*e™ — AFAI and
Bhabha events, respectively [33], with the specific values
shown in Table 1. Four A} Cabibbo-favored decay modes,
namely, Al — pKY%, Al - pK-n", Al - Az", and
A — Xz, are employed to reconstruct the A}, while
the X is reconstructed by combining one residual pion with
one AF. Unless otherwise specified, charge-conjugate
modes are always included.

The measurement of the ete™ — X.X,. cross section
encounters several challenges. First, it is difficult to

TABLE 1. Summary of the c.m. energy and integrated lumi-
nosities of the data samples. All values are from Ref. [33], where
the first uncertainty represents statistical uncertainty, and the
second one represents systematic uncertainty.

V5 (MeV)

4750.05 £ 0.12 £ 0.29
4780.54 £0.12 £ 0.30
4843.07 £ 0.30 £ 0.32
4918.02 £ 0.34 £ 0.34
4950.93 +0.36 £ 0.38

Luminosity (pb™")

366.55 £ 0.10 £ 1.95
511.47+£0.12£2.72
525.16 £0.12 £2.79
207.82 £0.08 £1.10
159.28 £0.07 £ 0.85

disentangle the substantial contributions from ete™ —
AFA:(2595) and ete” — AFAET(2625) to the signal
candidates XX, since they have overlapping kinematics
and the same final states. Additionally, not only do the two
background channels e*e™ — ATAZ~ have significant
contributions [34], but also the decay rates of AXT —
Al zr have large uncertainties [35]. To overcome these
challenges, three types of data samples are selected,
including one sample of singly tagged Al [36], three
samples of reconstructing one A along one 7 in three
different charges, and two samples of combining a zz~ or
2°7z° with a A}. To simplify, these strategies are abbre-
viated as “Tag A},” “Tag Al z,” and “Tag A} zx,” respec-
tively, throughout this paper. A simultaneous fit is carried
out to the three types of samples to determine the cross
sections of the signal channels. Furthermore, the “Tag A}”
sample is utilized to measure the cross section of the
ete™ — AT process.

II. DETECTOR AND DATA SAMPLE

The BESIII detector [37] records symmetric e*e™
collisions provided by the BEPCII storage ring [38], which
operates in the c.m. energy range from 1.84 to 4.95 GeV.
The cylindrical core of the BESIII detector covers 93% of
the full solid angle and consists of a helium-based multi-
layer drift chamber (MDC), a plastic scintillator time-of-
flight system (TOF), and a CsI(TI) electromagnetic calo-
rimeter (EMC), which are all enclosed in a superconducting
solenoidal magnet providing a 1.0 T magnetic field. The
solenoid is supported by an octagonal flux-return yoke with
resistive plate counter muon identification modules inter-
leaved with steel. The charged-particle momentum reso-
lution at 1 GeV/c is 0.5%, and the dE/dx resolution is 6%
for electrons from Bhabha scattering. The EMC measures
photon energies with a resolution of 2.5% (5%) at 1 GeV in
the barrel (end cap) region. The time resolution in the TOF
barrel region is 68 ps, while that in the end cap region is
110 ps. In 2015, the end cap TOF was replaced with a
multigap resistive plate chamber, and the time resolution
improved to 60 ps. All datasets mentioned in this paper
benefit from this upgrade.
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Monte Carlo (MC) simulated data samples produced
with a GEANT4-based [39] software package, which
includes the geometric description of the BESIII detector
and the detector response, are used to determine detection
efficiencies and to estimate backgrounds. The simulation
models the beam energy spread and initial state radiation
(ISR) in the e e~ annihilations with the generator KKMC
[40,41]. All particle decays are modeled with EVTGEN
[42,43], using branching fractions either taken from the
Particle Data Group [35], when available, or otherwise
estimated with LUNDCHARM [44,45]. Final-state radiation
from charged final-state particles is incorporated using the
PHOTOS package [46].

The A/ events in signal MC samples are generated
according to the partial wave analysis result of Al —
pK~mt [47] and considering the polarization effects seen
in data for the A} — pK9, A7 — Az, and A} — X7+
channels [48,49]. The £. — A/ x is assumed as the only
decay mode of X..

The primary background sources include ete™ —
AFAE(2595), ete™ — AFAIT(2625), ete” — AfE.m
AFE0, AFE mt, AFECA0), ete” — AFAL, and had-
ronic backgrounds. To estimate their contributions, the
corresponding exclusive MC samples are also generated.
For Ai*(2595) and A}t (2625), only the strong decays,
specifically AT — X07%, 2% T4z~ Alztn~, and
Ar#°7°, are considered in the simulation with uniform
kinematic distributions. Each of the five A" decay
channels is simulated in equal proportions, and the relative
ratio among the different decay channels is adjusted for
further studies. For other hadronic backgrounds, the had-
ronic inclusive MC sample is simulated, including DE:; pair
production, ISR return to the charmonium and charmo-
nium-like y states at lower masses, and continuum proc-
esses eTe” = qg.

III. A} RECONSTRUCTION

The A/ reconstruction is performed through final states
characterized by p, KY(— ntz7), K, n, A(— pn~), and
¥0(— Ay) particles.

Charged tracks detected in the MDC are required to be
within a polar angle (0) range of | cos 8| < 0.93, where 0 is
defined with respect to the z axis, which is the symmetry
axis of the MDC. For charged tracks not originating from
K9, A or 20 decays, the distance of closest approach to the
interaction point (IP) must be less than 10 cm along the z
axis, |V,|, and less than 1 cm in the transverse plane, |V, |.

Particle identification (PID) for charged tracks combines
measurements of the energy deposited in the MDC
(dE/dx) and the flight time in the TOF to form likelihoods
L(h)(h = p,K, r) for each hadron h hypothesis. Tracks
are identified as protons when the proton hypothesis has

the greatest likelihood [L£(p) > L(K) and L(p) > L(x)],
while charged kaons and pions are identified by comparing
the likelihoods for the kaon and pion hypotheses, £L(K) >
L(z) and L(z) > L(K), respectively. These criteria are not
applied for tracks used in reconstructing Kg or to the 7~
candidates for the A decay.

Photon candidates are identified using isolated showers
in the EMC. The deposited energy of each shower must be
greater than 25 MeV in the barrel region (| cos 8| < 0.80)
and more than 50 MeV in the end-cap region (0.86 <
| cos 8] < 0.92). To suppress electronic noise and showers
unrelated to the event, the difference between the EMC
time and the event start time is required to be within
[0, 700] ns.

The K9 and A candidates are reconstructed from two
oppositely charged tracks satisfying |V .| < 20 cm, the 7~
and pz~ final states, respectively. The two tracks are con-
strained to originate from a common decay vertex, with a
requirement on the y? of the vertex fit being less than 100.
Additionally, the decay length of the candidates is required to
be greater than twice the vertex resolution away from the IP.
The X° candidates are reconstructed by combining A
candidates with a photon. The four-momenta of K and A
candidates are updated according to the vertex fits. Signal
mass windows are defined as 487 MeV/c? < M(ztz™) <
511 MeV/c?, 1111 MeV/c* < M(pr~) < 1121 MeV/c?,
and 1179 MeV/c? < M(Ay) < 1203 MeV/c? to select the
K9, A, and X° signal candidates, respectively.

To further improve the A} signal resolution, a vertex
fit is performed on all charged tracks (including tracks of
long-lived particles) to constrain them to one common
vertex. Events with a fit quality of y* < 200 are selected as
candidate events.

IV. MEASUREMENTS OF e*e™ — X X,
CROSS SECTION

A. Event selection

1. Tag A} sample

Among all the A} candidates reconstructed in an event,
only the one yielding the minimum |AM|= |[M(A}) —
m(A[)| value is retained for subsequent analysis, where
M(A[) represents the reconstructed invariant mass of the
A7 candidate and m(A}) is the known AS mass [35].
Furthermore, the requirement |[AM| < 0.02 GeV/c? is
applied to reject the non-A} background. The value
RM(A}) + M(AL) —m(Af), corresponding to the Af
recoil mass RM(A[) subtracted by the A, mass resolution,
must exceed 2.54 GeV/c?> to exclude processes like
ete” - AYA; and ete” — AFE;, where RM(AY) =
|Pyte- — Pp+|/c, and P+, and P,- represent the four-
momenta of the e e~ system and A/ in the laboratory frame,
respectively.

092017-3



M. ABLIKIM et al.

PHYS. REV. D 112, 092017 (2025)

2. Tag A} & sample

The A candidates are combined with residual z, 7™, or
7° to form ¥, candidates. The z° candidates are recon-
structed from photon pairs with invariant masses M (yy)
ranging from 115 MeV/c? to 150 MeV/c?. To improve
the momentum resolution, a kinematic fit constraining the
invariant mass of the photon pairs to the z° known mass
[35] is performed, and the resulting four-momentum of the
7° candidate is utilized for further analysis.

After applying the Al mass window requirement,
M(AY) €(2.275,2.300) GeV/c?, the optimal Af 7 candi-
date is selected by minimizing the variable AE(A}fz) =
Ecms — E(Af7) — Eoo(Af7), where Ecyg represents
the total energy of the initial eTe™ collisions; E(Af7)
is the total energy of Al and 7; and E..(Aln) =

\/ pxi >+ m(E.)*c*, where p,:, is the total momentum

of A and 7, and m(Z,.) is the known X . mass [35]. In order to
suppress wrong combinations and the hadronic background,
AE(Afr) is required to be greater than —0.018 GeV. This
criterion also improves the A A%~ resolution with minimal
signal efficiency loss. To take advantage of the accuracy
of the beam energy E,.,, measurement [33], the beam-

constrained mass Mpc(Af7)c? = | [EL . — phi c* 08
(a

used for the subsequent fit.

3. Tag A} nm sample

This sample is formed by combining the residual
atn~ or 7%2° pairs with a A candidate. The variable
AE(Afzr) = Ecpys — E(Afnx) — Eroo(Afzm) is  con-
structed to select the optimal Afzz candidates, where
E(Afzm) is the total energy of Al and zz, and

E..(Afnm) = \/ P +m(Af) . The condition

AE(Afzm) > —0.02 GeV is required for background sup-
pression, and signal candidates with RM(Afzx)+
M(AY) —m(AF) within the range (2.26,2.31) GeV/c?
are retained to identify the A7 on the recoil side.

B. Simultaneous fit

An unbinned maximum likelihood fit is performed on
the distributions across all the tagged samples and energy
points. Explicitly, the fit comprises three forms: a 1D fit to
the RM(AS) + M(A}) — m(Af) distribution in the “Tag
A} sample, a 2D fit to the Mgc (A7) versus RM(A) +
M(AY) — m(AY) distribution in the “Tag Afz” samples,
and a 2D fit to the M(Afzn) — M(AT) + m(A) versus
RM(AL) +M(AF) —m(AY) distribution in the “Tag
Al nx” samples. The yields of signal processes at each
energy point are constrained to their observed cross
sections, with the branching fractions of A" — Afzarx
as shared parameters across different energy points.

The observed cross sections are determined by

Ny(Tag X)
2x ‘Cint X €t0t(Tag X) '

(1)

Oobs —

where Ny (Tag X) represents the fitted yield in the “Tag
AL and “Tag Afz” samples, and L;,, denotes the inte-
grated luminosity obtained from Ref. [33]. ¢, (Tag X) =
S+ €i(Tag X) x B; is the sum of the products of the
detection efficiency ¢;(Tag X) in the “Tag X sample and
the corresponding branching fraction B; for the ith A tag
mode [35]. Notably, the detection efficiencies include the
branching fractions of the A} daughter particles and
represent the average efficiencies of A} and A7.
Considering the ratio between the yields of A%" in “Tag

Al nr” samples Nﬁt +(Tag Afnr) and “Tag A" samples
Nﬁt‘+ (Tag A™), along with the efficiency, the inclusive
branching fractions of A*"™ - AfzTz~ and AXT —
AF7%7° can be formulated as follows:

AN (Tag Afnin)

B(AXT - Afzn) = -
( ) AN (Tag AY)

(2)

where AN = Nfif+/ ef}f.

Since the use of simultaneous fit is not able to constrain the
large number of free parameters with the current statistics, the
isospin symmetry of the following cross sections are
assumed: i.e., ogps(ete™ = TFET) =0y (et e — X020) =
Oops(ete™ = ZTET7), and  og(ete” = AFZUr) =
Oops(ete™ = AT ) = ogs(eTe™ = AFZ;2°). In addi-
tion, according to Refs. [35,50], the branching fraction ratios
of the subprocesses A%(2595)"(A5(2625)7) — Z0xt,
Y tx7, and Afztn~ (three-body decay) are assumed to
be 0.36 (0.08), 0.36 (0.08), and 0.28 (0.84), respectively, to
the inclusive branching fraction of A" — AlfzTz™.
Similarly, for the final state A7 7%2°, the ratios are assumed
to be 0.71 (0.15) for At — Z}fz° and 0.29 (0.85) for
AF %720 (three-body decay). The constraints will be factored
into the efficiency estimation and the construction of the
signal model.

The signal shapes are obtained from MC simulations
convolved with Gaussian functions, to take into account the
resolution discrepancy between data and MC simulations.
The parameters of the Gaussian functions on different
dimensions are fixed according to studies with control
samples. In the RM(A}) + M(AL) — m(A[) distribution,
the data control samples ete™ — AFAI at /s = 4.600,
4.612, and 4.641 GeV are used to assess the resolution
discrepancy in the signal process, based on the tagged A
momentum. The same method is used to estimate the
resolution discrepancy in the Myc(Af 7) distributions. The
resolution discrepancy in the M(Afzz)—M(AY)+
m(AJ) distributions is evaluated by analyzing the decay
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+ Data

— Fit result
I, (UL.x 25)
100F— A;KE:(zsgs) (Afn'n)
— AR(2595) (Anr)
— AR, (2625) (Ain*m)
— AR, (2625) (An%n)
—AZ

I~ I Hadronic Bkg

Vs =4.918 GeV

Events / (2.0MeV/c?)
3

2.54 2.56 2.58 2.6 2.62
RM(AL) + M(AY) - m(A) (GeV/c?)

Vs =4.951 GeV

100

Events / (2.0MeV/c?)
3

2.55 2.6 2.65 -
RM(AY) + M(A) - m(AL) (GeV/c?)

FIG. 1. One-dimensional fit results at /s = 4.918 GeV (top)
and /s = 4.951 GeV (bottom) in the “Tag A" sample. The dots
with error bars denote data, and the black solid curves correspond
to the fit result. “Bkg” stands for the background. The dashed
lines represent the MC distributions of the components X/ X7,
2080 and TFE;". “U.L. x 25” indicates the MC distribution
normalized to 25 times the 90% confidence level upper limit of
the X%, observed cross section.

w(3686) — znJ/w, J/w — pr. Gaussian functions in the
M(J/yrr) —M(J/w) + m(J/y) spectra are employed to
characterize the resolution effect of the signal process, with
M(J/yzrr), M(J/w), and m(J /y) representing the invari-
ant mass of J/yzz and J/y, and the known mass of J/y
[35], respectively.

The backgrounds from A pair productions and non-A/}
hadronic backgrounds are evaluated according to the MC
simulations. Their shapes are obtained from the corre-
sponding MC samples. In the fit, the amplitudes of the A}
pair backgrounds are fixed according to the BESIII
measurement [19], while the contributions of hadronic
backgrounds are scaled from MC simulations by a global
factor across all tagged samples at a single energy point,
which is left floating in the fit.

The fit results are illustrated in Figs. 1 and 2, where no
ete” — X X, signal is present at either /s = 4.918 GeV
or /s =4.951 GeV. Hence, the upper limits on the
observed cross section oy at the 90% confidence level
(CL) are obtained by solving the equation

A M Ldx = 0.9 A ® L(x)dx, (3)

where x is the assumed cross section of ete™ — X X, and
L(x) is the maximized likelihood of the data assuming a
cross section of x.

Input/output (I/O) checks are performed to validate the
fitting procedure and to evaluate the impact of statistical
correlations among the simultaneously fitted data samples.
Based on simulated MC samples, these tests assess
(i) biases in the extracted cross sections, (ii) the effect of
intersample correlations on the estimated uncertainties,
and (iii) their influence on the upper limit determination.
The I/O tests indicate that the fit underestimates the
uncertainties and introduces small biases in the estimated
cross sections, but the uncertainty underestimation has a
negligible effect on the upper limit estimation. As a result,
only the bias on x in Eq. (3) is considered.

The Born cross section is determined by

_ Ou.L. ( 4)

OB
o fvep X fisr

where the vacuum polarization (VP) correction factor fyp
is calculated to be 1.06 at all energy points [51]. The ISR
correction factor figg [52] is obtained from the KKMC
generator and calculated as 0.96 at all energy points,
assuming the input Born cross section is the same as that
of ete™ = AFAZ [19].

C. Systematic uncertainty

The systematic uncertainties can be categorized into
multiplicative and additive forms. Details are discussed in
the following parts.

1. Multiplicative items

The sources of multiplicative uncertainties arise from A"
reconstruction, branching fractions of the A} decay chan-
nels, integrated luminosity, tracking and PID of residual
charged pions, reconstruction of residual z°, MC statistics,
fisr» and fyp. Specifically, the uncertainties associated
with the reconstructions of Af — pK?, pK~z", Az™, and
>0z7F, as detailed in Sec. III, are estimated as 2.0%, 3.9%,
2.4%, and 2.4%, respectively [53], while the uncertainties
of branching fractions are assigned as 5.0%, 5.0%, 5.3%,
and 5.4%, respectively [35]. According to Ref. [33], the
uncertainties associated with the integrated luminosity are
estimated as 0.5% for all energy points. The uncertainties in
tracking and PID for residual charged pions are primarily
dependent on the pions’ momenta. Discrepancies in their
efficiencies between data and MC simulation are deter-
mined to be 3.5% and 1.6%, respectively, from the analysis
of pions with momenta below 0.2 GeV/c in the hadronic
decays of D and D* mesons. For the reconstruction of
residual 7°, the uncertainty is assigned as 2.8%, according
to the study of z° with momenta below 0.2 GeV in the
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FIG. 2. Two-dimensional fit results at /s = 4.918 and 4.951 GeV. The rows, from top to bottom, correspond to the results in the
samples of “Tag Az, “Tag Al 7%, “Tag AF a7, “Tag Afn" 7=, and “Tag A} z°2°. The dots with error bars denote the data, while
the black solid curves correspond to the total fit function. “Bkg” stands for the background. The dashed lines represent the MC
distributions of the components 72>, 2050, and F*E-~. “U.L. x 25” indicates the MC distributions normalized to 25 times the

90% confidence level upper limit of the £.E, observed cross section.

control channel D — K-zt z°. The uncertainty associated =~ CONEXC [54] as an alternative algorithm. They are deter-

with MC statistics is 0.2% for all processes.

mined to be 6.9% and 0.1% at /s = 4.918 and 4.951 GeV,

Several sources of systematic uncertainties are consid-  respectively. Subsequently, the uncertainty associated with
ered in the determination of figg. First, the uncertainties  the c.m. energy (y/s) [33] is investigated by varying the
arising from the model choice are estimated by employing  input energy within its error range in the MC simulation.
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TABLE II.  Summary of the multiplicative uncertainties (in %), except for figg and fyp. “Rec” is an abbreviation for reconstruction,
while B denotes the branching fraction. “N/A” means that a term is not applicable to the corresponding sample.
A} Rec (B)

Sample Lint K’ pK-nt Axt 20zt " Tracking 7t PID 7% Rec  MC statistics
Tag A} 0.5 2.0 (5.0 3.9 (5.0 24 (5.3) 24 (54) N/A N/A N/A 0.2

Tag Afn* 0.5 2.0 (5.0 3.9 (5.0 24 (5.3) 24 (54) 3.5 1.6 N/A 0.2

Tag Af#° 0.5 2.0 (5.0 3.9 (5.0 24 (5.3) 24 (54) N/A N/A 2.8 0.2

Tag Afntn~ 0.5 2.0 (5.0) 3.9 (5.0 24 (5.3) 24 (54) 7.0 32 N/A 0.2

Tag A} 070 05 20(.00 3930 24053 2454 N/A N/A 5.6 0.2

This uncertainty is quantified as 1.1% and 0.3% at /s =
4.918 and 4.951 GeV, respectively. Similarly, the system-
atic uncertainty arising from the estimation of the beam
energy spread [55] is determined to be 1.5% and 0.2% at
/s =4.918 and 4.951 GeV, respectively. The uncertainty
related to the calculation of fyp at all energy points is
determined as 0.5% [51].

A summary of multiplicative uncertainties except for
Jfisr and fvp is presented in Table II, and they are the same
at both energy points. A MC approach is employed to
estimate the resultant effect on the fitted cross sections
introduced by the systematic uncertainties, assuming a
Gaussian distribution for each multiplicative uncertainty.
The total multiplicative uncertainties are determined to be
13.1% and 8.1% for the Born cross section at /s = 4.918
and 4.951 GeV, respectively.

2. Additive items

The additive uncertainties consist of the line shape of the
Born cross section for ete™ — X.Z_, the polarization of
ete” — AFA:™, the polarization of ete™ — X X, isospin
constraints among the cross sections of e*e™ — A X .z and
among the cross sections of ete™ — X.Z., and the cor-
rection for the difference in resolution between the simu-
lated and real data samples.

0.8 T T T T

= Hypothesis 1
0.6 -~ Hypothesis 2

The uncertainties in the cross section line shape arise
from variations in the ISR correction. Given the absence of
any observed signal and the lack of theoretical predictions,
the baseline ISR correction factor (summarized in Table III)
is computed using the measured ete™ — AFAZ cross
section from Ref. [19]. Systematic uncertainties associated
with the e*e™ — X X, line shape are subsequently derived
by analyzing line shapes under two new hypotheses.
Hypothesis 1 holds that the production of ete™ — Z X,
exhibits a threshold enhancement, similar to cases such as
ete” — pp [7] and ete” — AFAZ [19]. Hypothesis 2
assumes no threshold enhancement effect, and it considers
the most extreme scenario where the cross section is zero at
the threshold. The line shapes that correspond to both
hypotheses are represented in Fig. 3. The Born cross
sections based on each hypothesis are presented in
Table III. The comparison reveals that, under Hypothesis
2 in Table III, the upper-limit estimation of the ete™ —
¥.X. Born cross section reaches its most conservative
value. Thus, subsequent studies on additive systematic
uncertainties are based on this scenario.

The potential impact of A*™ polarization is considered,
as it can affect the detection efficiency and signal shape of
ete™ — AFA:~, ultimately influencing the evaluation of
ete” = X X, signal yields. To evaluate the potential effect,
the events in the signal phase-space MC samples are

=
o
- IR N TABLE III.  Summary of fyp, fisg, and ogem(eTe™ — Z.2.),
: based on different assumptions of line shapes: 1. baseline model
S 04l . adopting et e™ — Al A7 measurements from Ref. [19]; 2. thresh-
® old-enhanced hypothesis (Hypothesis 1); 3. nonenhanced sce-
5! 02l | nario (Hypothesis 2). All upper limits are set at the 90% CL, and
g they do not include the systematic uncertainties.
© H
i s ) wor o6 Vs f Baseline  Hypothesis 1  Hypothesis 2
Is (GeV) 4918 GeV  fyp 1.06 1.06 1.06
S1sr 0.96 0.68 0.58
FIG. 3. Upper limit at the 90% CL on the Born cross section of 0Bom <0.55 pb <0.61 pb <0.83 pb
+ _ O .
efe” — X.2.. Points above the th.reshold represenf the upP?r 4951 GeV  fup 1.06 1.06 1.06
limit results based on the assumed line shape of eTe™ — AFAZ, r 0.96 0.81 0.79
as shown in Table III. The blue and green curves represent Uéil:n <0.'3 4 pb <0.'39 pb <0.49 pb

alternative assumed line shapes.
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weighted based on the angular distribution form f(6) o
1+ ay+ cos? 0+ [18]. Here, 6, is the polar angle of A in
the c.m. system of its mother particle A**. The parameter
a+ quantifies the degree of polarization, obtained from
Ref. [34]. In the same manner, the polarization effect of
ete” = X X, can be determined. However, there is no
theoretical prediction or experimental observation as
inputs. Hence, the extreme scenario is considered, with
2. being completely polarized at the two energy points—
namely, ay = +1.

To account for potential isospin symmetry-breaking
effects, the ratios of o(ete™ — AfEr7), o(ete” —
AFEnt), and o(ete” - AFEZ2Y) are varied in two
different cases: 1:1:0.5 and 1:1:2, and thereafter the
upper limits are reestimated. Likewise, the ratios of
olete” - IF2D), olete” » ZfTE27), and o(efe —
>030) are changed to 1:1:0.5 and 1:1:2.

The uncertainty due to resolution differences between
simulation and data can affect the analysis. To evaluate the
potential size, control samples of ete™ — AFA7 at /s =
4.918 and 4.951 GeV are used to obtain the new parameters
of Gaussian functions for the RM(A[) + M(A}L) — m(AL)
and Mpc(Afr) distributions. The relevant uncertainties
for the signal shapes in the M (Al zz) — M(AL) + m(AL)
distributions are tested by removing the smearing Gaussian
functions.

Among the above systematic variations, the most con-
servative ULs—i.e., the cases of o(ete™ — AFZln),
olete™ - AJZnt), and o(ete” — AFZ;7") being in
a ratio of 1:1:2—are selected as the final results.

D. Final results

The upper limits on the Born cross section considering
all systematic uncertainties are obtained from the likelihood
distribution L(opac"), which is defined as

(O-Born GBom ) 2
G?SIE?SI / ‘C aBorn exXp ( A (JBorn) d'O-Born’
(5)

Here, 6p,, represents the Born cross section, which
accounts for the additive systematic uncertainty and
includes a correction to adjust the mean value based on
the results of the /O check; A(op,,) denotes the total
multiplicative uncertainty of the Born cross section, and
opait is the Born cross section considering all systematic
uncertainties. Figure 4 illustrates all the likelihood distri-
butions. The upper limits on the Born cross sections for
each of ete™ — T2, Z050 and X7~ at /s = 4.918
and 4.951 GeV are determined to be 0.96 pb and 0.74 pb,
respectively, at the 90% CL.

1k s =4.918 GeV

Ggom< 0.96 pb (90% C.L.)

0.8 %
- additive uncertainty + IO correction

- all uncertainty + IO correction

04F

0.2

Normalized likehood value
o
()]
|

0 0.5 1 1.5 2 25 3
Ogom(€'€—EZ) (Pb)

1 - s = 4.951 GeV

1 Ggorm < 0.74 P (90% C.L.)
0.8F%

- additive uncertainty + 10 correction

- all uncertainty + 10 correction

Normalized likehood value

005 1 15 2 25
Ogom(€'€ ) (pb)

FIG. 4. Distributions of the normalized likelihoods in the
positive region as functions of Born cross sections of ete™ —
.5, at /s = 4.918 GeV (top) and /s = 4.951 GeV (bottom).
The ULs at the 90% CL are determined from the positive region.
The “I/O correction” refers to the adjustment of the cross section
fit bias following validation through I/O checks. The blue line
represents the likelihood distribution that accounts for additive
systematic uncertainty and I/O correction. The red line represents
the likelihood distribution that incorporates both additive and
multiplicative systematic uncertainties, as well as the I/O cor-
rection.

V. MEASUREMENTS OF e*e~ — AF X
CROSS SECTION

The “Tag AJ” method is used to measure the cross
section of ete”™ — AFXI in the energy range from
4.750 GeV to 4.951 GeV. In this analysis, the spectra of
RM(AL) + M(AL) —m(Af) are studied in the range
(2.18,2.54) GeV/c?. Among all the energy points, clear
A} A7 signals are observed, while there is no evidence of
A} signals, as shown in Fig. 5. Hence, to determine the
ULs of the cross sections of A X  at each energy point, an
unbinned simultaneous fit to the RM(A}) + M(A}) —
m(A/) distributions in data is performed. Here, the cross
section ratio R(c), which represents the ratio between
the Born cross section of ete™ — AfX and that of
ete™ = AFAZ, is taken as the fitting parameter. In the
fit, efe” — AFZ; and ete” — AFA signal shapes are
obtained from MC simulations convolved with the same
Gaussian function, whose parameters are left free.
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Simultaneous fit to the RM(A}) + M(AY) — m(A{) distributions from 2.18 to 2.54 GeV/c? in data at /s = 4.750, 4.781,

4.843,4.918, and 4.951 GeV. The small plots display the fit results in the range from 2.35 to 2.54 GeV/c?. The dots with error bars are
the experimental data, while the black curves represent the total fit functions. “Bkg” stands for the background.

Based on the studies of ete™ — AFAZ and inclusive
hadronic MC samples, no peaking background is observed
within the X signal region. In the fit, the A} A nontagged
background and hadronic background are modeled using
MC simulation. The yields of A7 A7 nontagged models are
fixed, while the contributions of hadronic backgrounds are
allowed to vary. However, the contribution of the isospin-
violating three-body process ete™ — AFAZz" remains a
potential factor that could influence the signal yield, and
therefore is considered as a source of systematic uncertainty.

The fit results corresponding to the maximum likelihood
values at /s = 4.750, 4.781, 4.843, 4.918, and 4.951 GeV
are presented in Fig. 5. Following the same likelihood scan
method discussed at Sec. IV B, the ULs on R(o) at the
90% CL are obtained.

With regard to systematic uncertainties, only additive
uncertainties are considered, since the multiplicative uncer-
tainties are naturally eliminated in R(s). The sources of

additive uncertainties include the input line shape of
ete”™ = AFZ7 and the contribution of ete™ — AFAZz°.
Considering the line shape of the input cross section of
ete” — ALAZ, the uncertainty is investigated by replacing

it with a plateau characterized by o \/% The possible

contribution of AFAZz° is considered by incorporating it
into the fit model additionally. Its shape is extracted from
the corresponding MC sample, with the yield being free.
Among the above systematic variations, the most
conservative ULs are taken as the final results, which
are given in Table IV.

Concerning the Born cross section oo, (eFe™ = AFED),
the likelihood function is further smeared according to
Eq. (5) with the input uncertainty of the Born cross section
Ogom(€Te™ = AFA7), which is studied by BESIII [19]. The
likelihood ratio distribution at /s = 4.750 GeV is illus-
trated in Fig. 6, and the numerical results of all data samples
are summarized in Table IV.

TABLE IV. Summary of the upper limits on Born cross sections of ete™ — AFZ- at 90% CL. The results of
Ogom (et e™ — AFAL) are input from Ref. [19], where the first uncertainty represents statistical uncertainty, and the

second one represents systematic uncertainty.

NG 4.750 GeV 4.781 GeV 4.843 GeV 4918 GeV 4.951 GeV
R(0) (%) <I.1 <0.6 <15 <34 <1.6
Cpom(eTe™ = ATAZ) (pb)  134+£3+4  127+2+4 834243  96+3+4  88+4+3
ogom(ee™ — AFTET) (pb) <1.52 <0.76 <1.26 <3.26 <1.38
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Vs = 4.750 GeV

Y A Ggom <1:52pb (90% C.L.)
0.8

N - additive uncertainty
0.6 -

- all uncertainty

N N

0 1 2 3 4 5
Ogornl(€ € AZ) (Pb)

04fF |

02F/

Normalized likehood value

FIG. 6. Distribution of the normalized likelihood in the positive
region as a function of the Born cross section of ete™ — A} 7 at
/s = 4.750 GeV. The black line represents the original like-
lihood distribution, while the red line represents the distribution
considering all uncertainties in the ete™ — A A7 cross section
measurement [19].

VI. SUMMARY

Using the data collected with the BESIII detectors, the
measurement of the Born cross section of ete™ = X2,
(ZHEs, 2050 and T FE77) at /s = 4.918 and 4.951 GeV
is conducted, no significant signals are observed. The upper
limits at the 90% confidence level on the Born cross section
are estimated to be 0.96 pb and 0.74 pb under the
Hypothesis 2 line shape presented in Fig. 3, respectively.

A comparison between the cross section of ete™ —
¥.X. and that of ete~ — A A7 near threshold (~250 pb)
[18] reveals a suppression of at least 2 orders of magnitude
in the ., cross section. This suppression might be
attributed to the mass difference between ‘“good” and
“bad” diquarks, though it remains unclear whether such
a mass difference alone can account for the observed effect.

A similar suppression is observed in measurements by
the Belle Collaboration at 10.58 GeV for the inclusive
processes eTe” — Af X and ete” — XX, where the cross
sections differ by about 2 orders of magnitude (141.79 pb
vs 7.963 pb) [56]. While this aligns with the trend near the
threshold, it raises a new question: the cross section of
ete” — X X, far from the threshold is roughly 10 times
larger than the upper limit value near the threshold, calling
for further investigation.

In contrast, such cross section suppression is not
observed in hyperon pair production. For example, the
cross sections for ete™ — AA pairs (~300 pb) [9] and
ete™ — X020 pairs (~30 pb) [15] near 2.3 GeV differ by
only an order of magnitude, indicating a distinct production
mechanism compared to charmed baryons. The different
behavior in hyperon production and charmed baryon
productions implies the presence of certain mechanisms
that have yet to be fully understood.

Regarding the process e*e™ — AFZ7, the upper limit on
Born cross sections at /s = 4.750, 4.781, 4.843,4.918 and
4.951 GeV at the 90% confidence level are reported, which
are about 1% relative to the Born cross sections of

ete™ — AFA7. Despite the statistical constraints, this result
is valuable in understanding the magnitude of electromag-
netic process in the production of charmed baryons.

Due to limited statistics, no signals of ete™ — ., or
ete™ — AFZ: have been observed. In coming years,
improved measurements are expected in the upgrade of
the current BEPCII [57], which would have threefold
instant luminosity, and the future super z-charm facility
[58] will greatly advance the studies.
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